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Preface 

This book is the result of lecturing on “Broadband Circuits for Optical Fiber Com- 
munication’’ over the past several years (at Agere Systems and Lucent Technolo- 
gies seminars; VLSI Symposium, June 2000; MEAD Microelectronics, 2001 -2002). 
During this period, I experimented with various ways of presenting the material and 
eventually settled on the structure used for this book, which I found worked best. 
Compared with the lectures, which were limited to just a few hours, this book permits 
me to go into more detail and to provide many more examples. 

Scope. We discuss five types of broadband circuits: transimpedance amplifiers, 
limiting amplifiers, automatic gain control (AGC) amplifiers, laser drivers, and mod- 
ulator drivers. Some background information about optical fiber, photodetectors, 
lasers, and modulators is provided to elucidate the system environment in which these 
circuits operate. A summary of receiver theory is given at the outset to streamline the 
discussion of the receiver circuits in the later chapters. 

For each of the five circuit types, I proceed as follows. First, the main specifications 
are explained and illustrated with example numerical values. In many IC design 
projects, a significant amount of time is spent determining the right specifications 
for the new design. Therefore, emphasis is put on how these specs relate to the 
system performance. Next, the circuit concepts are discussed in a general manner. 
At this point, we try to abstract as much as possible from specific semiconductor 
technologies, bit rates, and so forth. Then, these general concepts are illustrated 
with practical implementations taken from the literature. A broad range of circuits in 
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Viii PREFACE 

MESFET, HFET, BJT, HBT, BiCMOS, and CMOS technologies are covered. Finally, 
a brief overview of product examples and current research topics are given. 

The focus of this book is on circuits for digital, continuous-mode transmission, 
which are used, for example, in SONET, SDH, and Gigabit Ethernet applications. 
Furthermore, we concentrate on high-speed circuits in the range of 2.5 to 40 Gb/s, 
typically used in long-haul and metro networks. Circuits for burst-mode transmission, 
which are used, for example, in passive optical networks (PON), as well as analog 
receiver and transmitter circuits, which are used, for example, in hybrid fiber-coax 
(HFC) cable-TV systems, also are discussed. 

It is assumed that the reader is familiar with basic analog IC design as presented, 
for example, in Analysis and Design of Analog Integrated Circuits by P. R. Gray and 
R. G. Meyer [34] or a similar book [7,57]. 

Style and Audience. My aim has been to present an overview of the field, with 
emphasis on an intuitive understanding. Many references to the literature are made 
throughout this book to guide the interested reader to a more complete and in-depth 
treatment of the various topics. In general, the mindset and notation used are those of 
an electrical engineer. For example, whenever possible we use voltages and currents 
rather than abstract variables, we use one-sided spectral densities as they would appear 
on a spectrum analyzer, we prefer the use of noise bandwidths over Personick integrals, 
and so forth. Examples are given frequently to make the material more concrete. 
Many problems, together with their answers, are provided for the reader who wants 
to practice and deepen his understanding of the learned material. The problem and 
answer sections also serve as a repository for additional material, such as proofs 
and generalizations that would be too distracting to present in the main text of this 
overview. I hope this book will be useful to students or professionals who may wish for 
some survey of this subject without becoming embroiled in too much technical detail. 

Acknowledgments. I would like to thank my colleagues at the Bell Laboratories 
and Agere Systems, from whom I have learned much of what is presented in this 
book. I also would like to thank Behzad Razavi, who got this book project started 
by inviting me to the VLSI Symposium 2000 and asking me to present a tutorial on 
“Broadband Circuits for Optical Fiber Communications,” which later evolved into 
this book with the same title. I am grateful to Vlado Valence, Ibi and Gabor Temes, 
and all the other people at MEAD Microelectronics who have made teaching in their 
course a pleasure. 

I am deeply indebted to the many reviewers who have given freely of their time to 
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Technical University of Athens; Dr. Kamran Azadet, Agere Systems; Dr. Alexandru 
Ciubotaru, Maxim Integrated Products; Dr. Sherif Galal, Broadcom Corp.; Dr. Yuriy 
M. Greshishchev, PMC-Sierra Inc.; Prof. Renuka Jindal, Universisty of Louisiana 
at Lafayette; Dr. Helen H. Kim, MIT Lincoln Laboratory; Dr. Herwig Kogelnik, 
Bell Laboratories, Lucent Technologies; Dr. Patrik Larsson, utMOST Technologies; 
Dr. Marc Loinaz, Aeluros Inc.; Dr. Sunderarajan Mohan, Barcelona Design Inc.; 
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1 
Introduction 

Optical Receiver and Transmitter. Figure 1.1 shows the block diagram of a typical 
optical receiver and transmitter. The optical signal from the fiber is received by a 
photodetector (PD), which produces a small1 output current proportional to the optical 
signal. This current is amplified and converted to a voltage by a transimpedance 
amplijier (TIA or TZA). The voltage signal is amplified further by either a limiting 
amplijier (LA) or an automutic gain control amplijier (AGC amplifier). The LA and 
AGC amplifier are collectively known as main ampl$ers (MAS) or post amplijiers. 
The resulting signal, which is now several ]I 00 mV strong, is fed into a clock anddata 
recovery circuit (CDR), which extracts the: clock signal and retimes the data signal. 
In high-speed receivers, a demultiplexer (DMUX) converts the fast serial data stream 
into n parallel lower-speed data streams that can be processed conveniently by the 
digital logic block. Some CDR designs (those with a parallel sampling architecture) 
perform the DMUX task as part of their functionality, and an explicit DMUX is 
not needed in this case [47]. The digital logic block descrambles or decodes the 
bits, performs error checks, extracts the payload data from the framing information, 
synchronizes to another clock domain, and so forth. The receiver just described also 
is known as a 3R receiver because it performs signal re-amplification in the TIA 
(and the AGC amplifier, if present), signal re-shaping in the LA or CDR, and signal 
re-timing in the CDR. 

On the transmitter side, the same process happens in reverse order. The parallel 
data from the digital logic block are merged into a single high-speed data stream using 
a multiplexer (MUX). TO control the select lines of the MUX, a bit-rate (or half-rate) 
clock must be synthesized from the slower word clock. This task is performed by a 
clock multiplication unit (CMU). Finally, a laser driver or modulator driver drives 

1 

TEAM LinG



2 IN JRODUC JlON 

dat 

clk Fiber I 
I PD 

+ 
clkh 

Fig. 7.7 Block diagram of an optical receiver (top) and transmitter (bottom). 
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the corresponding optoelectronic device. The laser driver modulates the current of 
a laser diode (LD), whereas the modulator driver modulates the voltage across a 
modulator, which in turn modulates the light intensity from a continuous wave (CW) 
laser. Some laser/modulator drivers also perform data retiming, and thus require a 
bit-rate (or half-rate) clock from the CMU (dashed line in Fig. 1.1). 

A module containing a PD, TIA, MA, laser driver, and LD, that is, all the blocks 
shown inside the dashed box of Fig. 1.1, often is referred to as a transceiver.’ See 
Fig. 1.2 for a so-called small form-factor transceiver module. A module that con- 
tains all the functionality of the transceiver plus a CDR, DMUX, CMU, and MUX 
frequently is called a transponder. In this book, we discuss the PD, TIA, MA, as well 
as the laser/modulator and their drivers in greater detail. 

Modulation Schemes. The most commonly used modulation format in optical 
communication is the non-return-to-zero ( N U )  format shown in Fig. 1.3(a). This 
format is a form of on-ofSkeying (OOK): the signal is on to transmit a one bit and 
is ofs to transmit a zero bit. When the signal (i.e., the laser light) is on, it stays on 
for the entire bit period. For example, when transmitting the periodic bit pattern 
“010101010.. . ”  at 10Gb/s in NRZ formiat, a 5-GHz square wave with 50% duty 
cycle is produced.2 

0 0 1 0 1 1 0 1 0 1  

NRZ 

RZ 

PAM-4 

t 

Fig. 7.3 Modulation schemes: (a)  NRZ, (b) RZ, and (c) PAM-4. 

In high-speed and long-haul transmission (e.g., fiber links between two continents), 
the return-to-Zero (RZ) format, shown in Fig. 1.3(b), generally is preferred. In this 
format, the pulses, which represent the one bits, occupy only a fraction (e.g., 50%) 
of the bit period. Compared with the NRZ signal, the RZ signal requires less signal- 
to-noise ratio for reliable detection but occupies a larger bandwidth because of its 
shorter pulses.’ An important advantage of this narrow-pulse format is that more 
pulse distortion and spreading can be tolerated without disturbing the adjacent bits. 

‘The term transceiver is a contraction of the words “rransmitter” and “receiver”. 
*In some standards, such as Fast Ethernet and FDDI, the non-return-to-zero change-on-ones (NRZI or 
NRZI) format is used. This format also is based on NR.2 modulation, but before modulation, the bit stream 
is passed through a line coder that changes its (binary:, output value when the bit to be transmitted is a one 
and leaves the output value unchanged when the bit is, a zero. 
3Toreceivedataatabit-errorrateof weneedariignal-to-noise ratioof 16.9dB forNRZmodulation, 
15.7 dB for 50%-RZ modulation, and 13.9 dB for PAM-4 modulation assuming additive Gaussian noise 
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4 INTRODUCTION 

Thus, this format is more immune to effects of fiber nonlinearity and polarization- 
mode dispersion. On the downside, faster, more expensive transceiver components 
(laser/modulator, photodetector, front-end electronics, etc.) are required to handle the 
shorter pulses. Furthermore, in optical multichannel systems, the wavelengths can 
be packed less densely because the RZ signal occupies a wider bandwidth than the 
NRZ signal for a given bit rate. Several variations of the RZ modulation, such as the 
chirped return-to-zero (CRZ) modulation, the carrier-suppressed return-to-zero (CS- 
RZ) modulation, and the return-to-zero dizerential phase-sh$”t keying (RZ-DPSK) 
modulation also are used, but a discussion of these modulation schemes is beyond 
the scope of this book. 

Since the late 1980s, the TV signals in community-antenna television (CATV) 
systems often are transported first optically from the distribution center to the neigh- 
borhood before they are distributed to the individual homes on conventional coaxial 
cable. This combination, called hybridfiber-coax (HFC), has the advantage over an 
all-coax system in that it saves many electronic amplifiers (the loss in a fiber is much 
lower than the loss in a coax cable) and provides better signal quality (lower noise and 
distortions). In the optical part of the HFC system, the laser light is modulated with 
multiple radio-frequency (RF) carriers, so-called subcarriers, each one correspond- 
ing to a different TV channel. This method is known as subcarrier multiplexing 
(SCM): Then, each subcarrier is modulated with a TV signal, for example, ampli- 
tude modulation with vestigial sideband (AM-VSB) is used for analog TV channels 
and quadrature amplitude modulation (QAM) is used for digital TV channels. 

In contrast to NRZ and RZ modulation, which produce a two-level digital signal 
(laser light on or off), the AM-VSB and QAM modulation used in CATV applications 
produce continuous or multilevel analog signals. Figure 1.3(c) illustrates a multilevel 
signal produced by pulse amplitude modulation (PAM), a modulation scheme that 
is related to QAM. In this example, groups of two successive bits are encoded with 
one of four signal levels, and hence this format is known as PAM-4. Compared with 
the NRZ signal, the PAM-4 signal requires a higher signal-to-noise ratio for reliable 
detection but occupies a narrower bandwidth because its symbol rate is only half the bit 
rate. Similarly, the analog signals distributed over CATV/HFC systems require a high 
signal-to-noise ratio and transceivers with a good linearity to minimize distortions. 

In the remainder of this book, we always assume that we are dealing with NRZ 
modulation, except if stated otherwise, as, for example, in the sections on analog 
receiver and transmitter circuits. 

Line Codes. Before data bits are modulated onto the optical carrier, they usually 
are preconditioned with a so-called line code. The line code provides the transmitted 
bit stream with the following desirable properties: DC balance, short run lengths, 

(cf. Problems 4.4 and 4.6). The signal bandwidth measured from DC to the first null is B for NRZ 
modulation, 2 B  for SOlO-RZ modulation, and B / 2  for PAM-4 modulation, where B is the bit rate. 
41n contrast to discrete multitone (DMT) modulation (or orthogonal ,frequency division multiplexing 
[OF’DM], the RF modulated equivalent), which uses overlapping channel spectra, SCM keeps a frequency 
gap between the channels. 
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and a high transition density. A DC balanced bit stream contains the same number 
of zeros and ones on average. This is equivalent to saying that the average mark 
density (number of one bits divided by all bits) is 50%. A DC balanced signal has the 
nice property that its average value (the DC component) is always centered halfway 
between the zero and one levels (half of the peak-to-peak value). This property often 
permits the use of AC coupling between circuit blocks, simplifying their design. 
Furthermore, it is desirable to keep the number of successive zeros and ones, the 
run length, to a small value. This provision reduces the low-frequency content of 
the transmitted signal and limits the associated baseline wander ( a k a .  DC wander) 
when AC coupling is used. Finally, a high Iransition density is desirable to simplify 
the clock recovery process. 

In practice, line coding is implemented as either scrambling, block coding, or a 
combination of the two: 

Scrambling. In this case, a pseudorandom bit sequence (PRBS) is generated 
with a feedback shift register and xor’ed with the data bit stream (see Fig. 1.4). 
Note that the data can be descrambled with the same arrangement, provided 
the descrambling PRBS generator is synchronized with the scrambling PRBS 
generator. Scrambling provides DC balance without adding overhead bits to 
the bit stream, thus preserving the bit rate. On the down side, the maximum run 
length is not strictly limited, that is, there is a small chance for very long runs of 
zeros or ones, which can be hazardous. In practice, runs up to 72 bits usually are 
expected. The scrambling method is used in the United States telecommunica- 
tion system described in the SONET (synchronous optical network) standard 
[ 1881 and the almost identical SDH (synchronous digital hierarchy) standard 
used in Europe and Japan. 

Fig. 7.4 Implementation of a SONET scrambler. 

Block Coding. In this case, a contiguous group of bits (a block) is replaced 
by another slightly larger group of bits such that the average mark density 
becomes 50% and DC baiance is estabIished. For example, in the 8B I OB code, 
8-bit groups are replaced with 10-bit patterns using a look-up table [198]. The 
8B10B code increases the bit rate by 25%; however, the maximum run length 
is strictly limited to five zeros or ones in a row. The 8B 1OB code is used in the 
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6 INTRODUCTION 

Gigabit Ethernet (GbE, 1000Base-SX, 1000Base-LX) and Fiber Channel data 
communication ~ y s t e m s . ~  

0 Combination. In the serial 10-Gigabit Ethernet (10-GbE) system, DC balance 
is established first by scrambling the bit stream and then by applying a block- 
code (64B66B code) to it. This combination features low overhead (% 3% 
increase in bit rate) and a run length that is strictly limited to 66 bits. 

Continuous Mode vs. Burst Mode. It is important to distinguish two types of 
transmission modes because they call for different circuit designs: continuous mode 
and burst mode. The signals corresponding to these two modes are shown schemati- 
cally in Fig. 1.5. 

100101 11001 1000011 1 1010 1011 

Fig. 7.5 (a) Continuous-mode vs. (b) burst-mode signals (schematically). 

In continuous-mode transmission, a continuous, uninterrupted stream of bits is 
transmitted as shown in Fig. 1.5(a). The transmitted signal usually is DC balanced 
using one of the line codes described earlier. As a result, AC coupled circuits normally 
can be used. In burst-mode transmission, data are transmitted in short bursts, with 
the transmitter remaining silent (laser off) in between bursts. See Fig. 1 S(b) for an 
illustration, but note that practical bursts are much longer than those shown in the 
figure, typically longer than 400 bits. 

Bursts can be fixed or can be variable in length. Bursts that encode ATM (asyn- 
chronous transfer mode) cells have afixed length, they always contain 53 bytes plus 
a preamble (e.g., 3 bytes). Bursts that encode Ethernet frames have a variable length 
(70-1 524 bytes). In either case, the bursts start out with a preamble (a.k.a. overhead) 
followed by the payload. The burst-mode receiver uses the preamble to establish the 
decision threshold level (slice level) and to synchronize the receiver clock. In passive 
optical network systems, to be discussed shortly, bursts arrive asynchronously and 
with strongly varying power levels (up to 30dB); therefore, the clock signal must be 
synchronized and the slice level adjusted for every single burst (cf. Fig. lS(b)). 

The average value (DC component) of a burst-mode signal varies with time, de- 
pending on the burst activity. If the activity is high, it may be close to the halfway 
point between the zero and one levels, as in a continuous mode system; if the activity 
is low, the average drifts arbitrarily close to the zero level. This means that the burst- 
mode signal is not DC balanced, and in general, AC coupling cannot be used because 

sThe 4B5B code used in Fast Ethernet (100Base-TX, 100Base-FX), FDDI, and so forth. does not achieve 
perfect DC balance; the worst-case unbalance is 10% [136]. 
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it would lead to excessive baseline wander. (Note that the mark density within a 
burst may well be 50%, but the overall signal is still not DC balanced.) This lack of 
DC balance and the fact that bursts often arrive with varying amplitudes necessitate 
specialized amplifier and driver circuits for burst-mode applications. Furthermore, 
the asynchronous arrival of the bursts requires specialized fast-locking CDRs. 

In the remainder of this book we always assume that we are dealing with DC- 
balanced, continuous-mode signals, except if stated otherwise, as, for example, in the 
sections on burst-mode circuits. 

Optical Networks. We must distinguish two important types of optical networks: 
the simple point-to-point connection and the point-to-multipoint network. In the 
following, we discuss these networks and how continuous-mode and burst-mode 
transmissions are used with them. 

An optical point-to-point connection between two central ofices (CO) is illustrated 
schematically in Fig. 1.6(a). An example for such a connection is a SONET OC-192 
link operating at 10 Gb/s (9.953 28 Gb/s to be precise), a bit rate that can carry about 
130,000 voice calls. Point-to-point links are used over a wide range of bit rates 
and distances, from short computer-to-computer links to ultra-long-haul undersea 
lightwave systems. 

Multiole Access 

I * 
0 ... 20 km 

Fig. 7.6 Example of (a) a point-to-point link and (b) a point-to-multipoint network. 

Point-to-point connections can be assembled into more complex structures such 
as ring networks and active star networks. Examples for ring networks are provided 
by SONET/SDH rings and FDDI token rings. An active star is formed, for example, 
by Gigabit Ethernet links converging into a hub. It is important to realize that each 
individual optical connection of the star has a transceiver on both ends and therefore 
forms an optical point-to-point link. This is in contrast to apassive star network or an 
optical point-to-multipoint network, where multiple optical fibers are coupled with a 
passive optical device. We discuss the latter network type below. 

Continuous-mode transmission is used on almost all point-to-point connections. 
One exception occurs in half-duplex systems, in which bidirectional communication 
is implemented by periodically reversing the directionuof traffic following a ping- 
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pong pattern, so-called time compression multiplexing (TCM; a.k.a. time division 
duplexing). Such systems require burst-mode transmitters and receivers. However, 
for bandwidth efficiency reasons, TCM systems are limited to relatively short links 
(e.g., home networking applications) and are not widely used. In all other cases 
of bidirectional transmission, for example, with two fibers, so-called space division 
multiplexing (SDM), or two wavelengths, so-called wavelength division multiplexing 
(WDM), continuous-mode transmission is used. 

Passive Optical Network. Apassive optical network (PON) is illustrated schemat- 
ically in Figure 1.6(b). A feeder fiber from the central office (CO) runs to a remote 
node (RN), which houses a passive optical power splitterkombiner. From there, 
around 32 fibers branch out to the subscribers. If these fibers extend all the way to 
the homes (H), as shown in Fig 1.6(b), this system is known as a$ber-to-the-home 
(FTTH) system. Alternatively, if the fibers terminate at the curb, the system is known 
as a fiber-to-the-curb (FTI'C) system. The final distribution from the curb to the 
homes is accomplished, for example, by twisted-pair copper wires or radio. All sys- 
tems that bring the fiber relatively close to the subscriber are collectively known as 
FITx systems. 

In a traditional telephony access network, the connection between the CO and 
the remote node is a digital, possibly optical line. The final distribution from the 
remote node to the subscribers, however, is accomplished with analog signals over 
twisted-pair copper wires. Thus, the remote node must be active; that is, it needs to 
be powered to perform the conversion from the high-speed digital signal to the analog 
signals. In contrast, a PON system is all optical and passive. Because a PON does 
not require outside power supplies, it is low in cost, easy to maintain, and reliable. 

A PON is a point-to-multipoint network because the optical medium is shared 
among the subscribers. Information transmitted downstream, from the CO to the 
subscriber, is received by all subscribers, and information transmitted upstream, from 
the subscribers to the CO, is superimposed at the passive combiner before it is received 
at the CO. To avoid data collisions in the upstream direction, the subscriber data must 
be buffered and transmitted in short bursts. The CO must coordinate which subscriber 
can send a burst at which point in time. This method is known as time division multiple 
access (TDMA) and requires burst-mode transmission. The downstream direction 
is more straightforward: the CO tags the data with addresses and broadcasts it to 
all subscribers in sequential order. Each subscriber simply selects the information 
with the appropriate address tag. This method is known as time division multiplexing 
(TDM), and conventional continuous-mode transmission can be used. Upstream and 
downstream transmissions usually are separated by using two different wavelengths 
(WDM bidirectional transmission). 

The most promising PON systems are (i) BPON (broadband passive optical net- 
work), which cames the data in ATM cells and hence also is known as ATM-PON 
[30, 521, and (ii) EPON (Ethernet passive optical network), which cames the data 
in Ethernet frames, as the name implies [48]. In general, PON FTTx networks are 
limited to relatively small distances (<20 km) and currently are operated at modest 
bit rates (50Mb/s-1.25 Gb/s). In a typical BPON FTTH scenario, 16 to 32 homes 
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share a bit rate of 155 Mb/s, giving each subscriber an average speed of 5 to 10 Mb/s. 
This is sufficient for fast Internet access, telephone service, and video on demand. 
Sometimes, an all-optical CATV service is provided over the PON infrastructure by 
means of a third wavelength. 

Besides the TDMRDMA approach outlined above, there are several other types 
of PON systems. For example, the WDM-PION system, where a different wavelength 
is assigned to each subscriber, has been studied extensively. In WDM-PON systems, 
data collisions are avoided without the need for burst-mode transmission. However, 
the optical WDM components required for such a system currently are too expen- 
sive, making WDM-PON uneconomical. For more information on PON systems 
see [40,69]. 

Book Outline. In Chapter 2, we introduce the communication channel presented 
by the optical fiber. Its loss, bandwidth, and various forms of dispersion are described 
briefly. The relationship between pulse spreading and transmitter linewidth is given 
and is used later in Chapter 7. 

Chapter 3 is the first of four chapters dealing with the receiver. We start by studying 
the responsivity and noise properties of three photodetector types: the p-i-n photode- 
tector, the avalanche photodetector, and the optically preamplified p-i-n detector. In 
Chapter 4, we present the receiver at the system level. This chapter introduces termi- 
nology and concepts that simplify the discussion in later chapters. First, we analyze 
how noise in the receiver causes bit errors. This leads to the definition of the re- 
ceiver sensitivity. Next, after introducing the concept of power penalty, we study 
the impact of the receiver’s bandwidth and frequency response on its performance. 
The adaptive equalizer, used to mitigate distortions in the received signal, is covered 
briefly. We then turn to other receiver impairments, such as nonlinearity (in analog 
receivers), jitter, decision threshold offset, and sampling time offset. We conclude 
with a brief description of forward error correction, a technique that can improve the 
receiver’s performance dramatically. In Chapter 5, we discuss the transimpedance 
amplifier. We start by introducing the main specifications. Next, we discuss circuit 
concepts in a general, and as much as possible, technology independent manner. This 
includes the shunt-feedback architecture and variations thereof, noise optimization 
procedures, and special techniques for burst-mode and analog TIAs. Then, we illus- 
trate these concepts with practical implementations in a broad range of technologies. 
We conclude with a brief overview of product examples and current research topics. 
In Chapter 6, we discuss the main amplifier, that is, the limiting and AGC ampli- 
fier. As in the previous chapter, we proceed from specifications to circuit concepts 
to implementation examples. The circuit concepts covered include the multistage 
architecture, techniques for broadband stages, offset compensation, and automatic 
gain control. 

Chapter 7 is the first of two chapters dealing with the transmitter. We start by 
studying various types of lasers and opticall modulators. In Chapter 8, we discuss 
the driver circuits for directly modulated lasers as well as external modulators. As in 
Chapters 5 and 6, we proceed from specifications to circuit concepts to implementation 
examples. The circuit concepts covered include the current-steering output stage with 
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and without back termination, the predriver with pulse-width control, data retiming, 
automatic power control, and special techniques for burst-mode and analog drivers. 

Appendices A through D provide additional material on eye diagrams, differential 
circuits, S parameters, transistors, and technologies. Answers to all problems are 
given in Appendix E. The notation for currents, voltages, and noise quantities used in 
this book is explained in Appendix F. For reference, Appendix G defines all symbols 
and Appendix H defines all acronyms used in this book. 

About Numerical Examples. In the following chapters, we make extensive use of 
numerical examples. Frequently when we introduce a new quantity or relationship, 
we illustrate it with so-called typical values. In my own learning experience, this 
approach is most helpful: it makes the subject more concrete and promotes a feeling 
for the numerical values. However, specialists tend to be quite critical about such 
values because they are never quite right. Typical values may change over time as the 
technology advances or they may depend on several conditions that may or may not 
be met in a particular case. It therefore is important to take the subsequent typical 
values only as an illustration and not as the basis for your next design project! 

Further Reading. The book High-speed Circuits for Lightwave Communications 
edited by K. Wang contains an interesting collection of papers discussing many in- 
sightful case studies [197]. The textbook Design of Integrated Circuits for Optical 
Communications by B. Razavi presents an overview of circuits for optical communi- 
cation, including phase-locked loops and clock and data recovery circuits [ 1411. The 
latest developments in integrated circuits for optical communication are published 
in several magazines and at various conferences, for example, the IEEE Journal of 
Solid-state Circuits and the IEEE International Solid-state Circuits Conference are 
excellent sources. Information about optical fibers, lasers, detectors, optical ampli- 
fiers, as well as optical networks can be found in the textbooks Fiber-optic Commu- 
nication Systems by G .  Agrawal [S] and Optical Networks: A Practical Perspective 
by R. Ramaswami et al. [136]. The continually updated book series Optical Fiber 
Telecommunications (so far Volumes I-IV have been published) covers the latest de- 
velopments in optical/optoelectronic components and systems [SS, 59, 60, 61, 931. 
Finally, I recommend City of Light: The Story of Fiber Optics by Jeff Hecht for an 
entertaining and informative historical account on fiber optics [43]. 
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Optical Fiber 

In this chapter, we introduce the communication channel presented by the optical 
fiber. However, it is well beyond the scope of this book to treat this subject in depth. 
Therefore, we concentrate here on the main characteristics of optical fiber that will 
be useful later in this book. In particular, we describe the loss, the bandwidth, and 
the various forms of fiber dispersion. The relationship between pulse spreading and 
transmitter linewidth is discussed in preparation for Chapter 7. For a more complete 
treatment of this subject, many excellent books, such as [5, 136, 1681, are available. 

2.1 LOSS AND BANDWIDTH 

Loss. As the optical signal propagates over a long stretch of fiber, it becomes 
attenuated because of scattering, absorption by material impurities, and other effects. 
The attenuation is measured in dBs ( 1  0 . log of power ratio) and is proportional to the 
length of the fiber. Fiber attenuation orfiber loss is therefore specified in dB/km. 

As shown in Fig. 2.1, silica glass has two low-loss windows, one around the 
wavelength h = 1.3 p m  and one around h == 1.55 pm, which both are used for optical 
fiber communication.' The popular single-mode fiber has a loss of about 0.25 dB/km 
at the 1.55-pm wavelength and 0.4dB/km at the 1.3-pm wavelength. Because the 
loss is lower at 1.55 pm, this wavelength is preferred for long-haul communication. 

'Note that these wavelengths. and all wavelengths WI: refer to later. are defined in the vucuum. Thus, an 
optical signal with i, = 1.55 p m  has a wavelength of about 1 p m  in a glass fiber, which has a refractive 
index of about 1.5! 

I1 
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A third wavelength window around h = 0.85 pm, where the loss is about 2.5 dB/km, 
is used for short-reach (data) communication applications, mostly because low-cost 
optical sources and detectors are available for this wavelength. 

Frequency fTHz] 

230 195 

Wavelength [km] 

Fig. 2.1 Loss and dispersion parameter D of a standard single-mode fiber. 

The loss of modem silica-glass fiber is phenomenally low compared with that of 
an RF coax cable at high frequencies. A high-performance RF coax cable operating 
at 10 GHz has an attenuation of about 500dB/km. Compare this with 0.25 dB/km 
for a fiber! On a historical note, it is interesting to know that low-loss fiber was not 
easy to produce. In 1965, the best glass fiber had a loss of around l,OOOdB/km. It 
was estimated that for a fiber to be useful for optical communication, its loss must 
be reduced to 20 dB/km or less, that is, an improvement by 98 orders of magnitude 
was required!! It is therefore understandable that in ’65 most researchers thought that 
using glass fiber for optical communication was a hopelessly crazy idea. They spent 
their time working on “reasonable” approaches to optical communication such as 
metal pipes that contain periodically spaced lenses (so-called confocal waveguides) 
or pipes heated in such a way that the air in them formed gas lenses. Nevertheless, in 
1970, a research team at the Coming Glass Works managed to reduce the fiber loss 
below 20 dB/km by using ultrapure silica glass rather than the ordinary compound 
glass [43]. So, next time your circuit parameters are off by 98 orders of magnitude, 
don’t give up . . . 

In comparison with silica glass fiber, plastic optical$ber (POF) is very cheap to 
manufacture and also permits the use of low-cost connectors because of its large core 
size of almost 1 mm. However, it has a huge loss of about 180dB/km, even when 
operated in the “low-loss” window at 0.65 pm (visible red). It therefore is restricted 
to very-short reach applications such as home networks and consumer electronics. 

Although the loss of silica glass fiber is very low, it is still not low enough for ultra- 
long-haul communication (e.g., 10,000 km of fiber) without optoelectronic repeaters. 
What can we do to reduce the loss further? First, we must operate the fiber at the 
1.55-pm wavelength where loss is the lowest. Then, we can use periodically spaced 
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optical in-line amplgers to boost the signal and thus effectively reduce the optical 
loss. Two types of fiber amplifiers are in use: (i) the erbium-dopedBber amplger 
(EDFA), which provides gain in the 1.55-pm band, and (ii) the Raman amplijier, 
which can provide distributed gain in the transmission fiber itself at a selectable 
wavelength (13 THz below the pump frequency). A third type of fiber amplifier is 
in the research stage: thejber optical parametric ampliJier (FOPA), which promises 
gain over a very wide bandwidth (e.g., 200nm) at a selectable wavelength. 

Bandwidth. In addition to the very low loss, optical fiber also has a huge band- 
width. By bandwidth, we mean the range d optical frequencies or wavelengths for 
which the fiber is highly transparent. For example, the low-loss window around the 
1.55-pm wavelength is subdivided into two bands (C band for “conventional” and 
L band for “long-wavelength”), which together provide a bandwidth of 95 nm, cor- 
responding to about 1 1  THz (see Fig. 2.1). This means that we can transmit about 
4 Tb/s of information over a fiber using the C+L bands and the non-return-to-zero 
(NRZ) modulation format, which achieves a spectral efficiency of about 0.4 b/s/Hz. 
For example, a backbone connection consisting of 100 parallel fibers could trans- 
port up to 400Tb/s of information, or a fibler-to-the-home (FTTH) system based on 
a passive optical network (PON) in which each feeder fiber serves 100 subscribers 
could be upgraded to 40 Gb/s per user, if the demand should arise! This should be 
enough access bandwidth for the foreseeable future, and that’s why FTTH advocates 
tout their system asfuture proof. [+ Probliem 2.11 

Bandwidth and Dispersion. Given that we have more than 10 THz of bandwidth 
in the fiber, could we take a 1.55-pm laser, modulate it with a 4Tb/s NRZ data 
stream, and use this arrangement for optical transmission, at least in theory? Besides 
the fact that the electronic circuits and the optoelectronic devices (laser, detector) 
would be too slow, the propagation of the optical signal over the fiber would present a 
major limit! The received signal would be totally distorted already after a very short 
distance because of dispersive effects in the fiber. The transmitted optical signal in 
our hypothetical system has a very large spectral width, filling all of the C and L 
band. Although each spectral component is in the low-loss window and arrives intact 
at the other end of the fiber, each component is delayed by a different amount, and 
the superposition of all components, the received signal, is severely distorted. The 
dependence of delay on wavelength is known as chromatic dispersion, and we discuss 
it in more detail in the next section. 

It therefore is important to distinguish between two types ofjiber bandwidths: the 
bandwidth for the optical carrier, which is very wide (>IOTHz), and the bandwidth 
for the modulation signal, which is limited by dispersion and is much, much smaller. 
For example, the modulation-signal bandwidth for 1 km of standard single-mode fiber 
is just a few 10 GHz, given a 1.55-pm source with a 1 -nm linewidth. We discuss this 
bandwidth and its dependence on linewidth further in Section 2.4. For 1 km of graded- 
index multimode fiber, the modulation-signal bandwidth is only 300 MHz to 3 GHz, 
and for a step-index multimode fiber, it is even lower at 6MHz to 50MHz [ 1681. 
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Does this mean that we cannot really use the huge bandwidth that the fiber offers? 
Yes we can, if we use multiple optical camers at different wavelengths and modulate 
each one at a modest bit rate, then the transmission becomes much more resilient to 
the various forms of dispersion. For example, instead of one wavelength modulated 
at 4Tb/s, we could use 400 wavelengths, each one modulated at 10Gb/s. This 
approach is known as dense wavelength division multiplexing (DWDM). 

2.2 DISPERSION 

Modal Dispersion. An optical fiber consists of a core surrounded by a cladding 
that has a slightly lower refractive index than the core such that the light beam is 
guided by total internal reflection, as shown in Fig. 2.2. In principle, air, which has a 
lower refractive index than glass, could act as the cladding. However, the fiber surface 
then would be extremely sensitive to dirt and scratches, and two fibers touching each 
other would leak light. The invention of the cladjber was a major breakthrough on 
the way to a practical optical fiber [43]. 

FibeiCore \ Cladding 

Fig. 2.2 Modal dispersion in a multimode fiber. 

Depending on the size of the fiber core, there is only a single or several pathways 
(so-called modes) for the light beam to propagate through the fiber. The core of a 
multimodejber (MMF) is large enough (50-100pm) for the light to take multiple 
pathways from the transmitter to the receiver, as shown in Fig. 2.2 (typically, several 
hundred modes exist). Each path has a slightly different propagation delay, thus 
producing a distorted (spread out) pulse at the receiver end. This effect is known as 
modal dispersion. The time difference between the longest and shortest path AT for 
a so-called graded-index multimodejber (GRIN-MMF) can be approximated by [S ]  

where L is the fiber length, c is the speed of light in vacuum, and ncor and n&d 

are the refractive indices of the core and cladding, respectively. With the typical 
values ncor = 1.48 and ncor - &lad = 0.02 and a fiber length of 1 km, we find a 
propagation-delay variation of about 113 ps. Thus, modal dispersion is significant 
even for short fiber links. For example, at 10 Gb/s, the fiber length is limited to about 
100 to 300 m. The core of a single-modejber (SMF) is much smaller (8-1 0 pm) and 
permits only one pathway (a single mode) of light propagation from the transmitter 
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to the receiver, and thus distortions due to modal dispersion are suppressed.* Note 
that the word ‘mode’ in SMF, MMF, and modal dispersion refers to pathway modes 
only. We see later that the single pathway mode in an SMF can be decomposed into 
two poZarization modes, both of which propagate through the fiber and may cause 
polarization-mode dispersion. 

SMF is preferred in telecommunication applications where distance matters (ultra- 
long-haul, long-haul, metro, and access networks). MMF is mostly used within build- 
ings for data communication (computer interconnects) and in consumer electronics. 
Its reach can be extended somewhat by the use of an adaptive equalizer in the receiver 
(cf. Section 4.7). Because the MMF has a larger core size, alignment of the fiber with 
another fiber or a laser chip is less critical. A transverse alignment error between a 
laser and an SMF of just 0.5 p m  causes a power penalty of about 1 dB, whereas the 
laser-to-MMF alignment is about 5 x less critical [ 1741. Thus, components interfac- 
ing to MMF generally are lower in cost. 

Chromatic Dispersion. Chromatic dispersion, also called group-velocity disper- 
sion (GVD), is another source of signal distortions and is caused by different wave- 
lengths (colors) traveling at different speeds through the fiber. Figure 2.3 illustrates 
how the group delay varies with wavelength for 1 km of standard SMF. We recognize 
that the change in group delay is large around 1.55 pm, whereas it is nearly zero at 
1.3 pm. In practice, chromatic dispersion is specified by the change in group delay 
per nm wavelength and km length: 

where D is known as the dispersion parameter, L is the fiber length, t is the group 
delay, and ?, is the wavelength. A standard SMF operated at I .55 p m  has D = 
17 ps/(nm . km), which means that a change in wavelength of 1 nm will change the 
group delay by 17 ps in a I-km piece of fiber (cf. Fig, 2.3). The dependence of D on 
wavelength is plotted together with the fiber loss in Fig. 2.1. [+ Problem 2.21 

How much pulse distortion is caused by chromatic dispersion depends on the 
spectral linewidth of the transmitter. If the transmitter operates at precisely a single 
wavelength, which implies an ideal, zero-linewidth laser without modulation, chro- 
matic dispersion doesn’t matter. However, if the transmitter operates over a range of 
wavelengths, as it does when transmitting information using a real laser, chromatic 
dispersion causes pulse distortions. The propagation time difference between the 
slowest and fastest wavelength for a transmitter that emits light over the range A?, 

*The reader may wonder why a 8- to 10-pm core is small enough to ensure single-mode propagation of 
light with a wavelength of 1.3 to 1.55 pm. It turns out that the condition for single-mode propagation is 

that the core diameter must be d < A . 0 . 7 6 6 / d G  [ 5 ] .  Because the difference between nCOT and 
n&,d is small (less than 1% for an SMF), the core can be made quite a bit larger than the wavelength h, 
simplifying the light coupling into the fiber. Another advantage of the clad fiber! 
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Fig. 2.3 Relative group delay as a function of wavelength for 1 km of standard SME 

can be derived from Eq. (2.2) as 

The effects of chromatic dispersion on pulse spreading are rather important when 
designing a transmission system, and we discuss them in more detail in Section 2.4. 

What can we do to reduce the chromatic dispersion I DI . L? Because dispersion is 
a linear phenomenon, it can be reversed by applying an equal amount of negative dis- 
persion. This method is known as dispersion compensation, and so-called dispersion 
compensatingjiber (DCF) with a large negative value of D such as - 100 ps/ (nm. km) 
is available for this purpose. For example, to compensate for the positive dispersion 
of 100 km of standard SMF, we can append 17 km of DCF, resulting in an overall 
dispersion of zero: I O O k m .  17ps/(nm. km) + 17 km . (-100ps/(nm. km)) = 0.3 
Note that in such a system, at first each bit spreads out over many adjacent bit slots, 
resulting in a total mess, but then the DCF pulls all the bits back together again, 
producing a crisp optical signal. Alternatively, we can transmit at the 1.3-pm wave- 
length, where the dispersion parameter D of a standard SMF is much smaller than 
at 1.55 p m  (see Fig. 2.1). But, as we know, at the 1.3-pm wavelength the fiber loss 
is higher. To resolve this dilemma, fiber manufacturers have come up with the so- 
called dispersion-shifted jiber (DSF), which has a value of D close to zero at the 
1.55-pm wavelength while preserving the low loss of an SMF. This fiber, however, 
has a disadvantage in DWDM systems that we discuss in Section 2.3 on nonlinearities. 
The effects of chromatic dispersion also can be mitigated in the electrical domain by 
using a receiver with an equalizer (cf. Section 4.7). Because the optical phase infor- 
mation becomes lost in the detection process, this method is less capable than optical 
dispersion compensation; however, it may have a cost advantage. 

'Typically, perfect dispersion compensation can be achieved only at a single wavelength. In a DWDM 
system, the middle channel can be compensated perfectly. whereas the outer channels retain some resid- 
ual dispersion. 
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Polarization-Mode Dispersion. Another source of distortions is polarization- 
mode dispersion (PMD), which is caused by different polarization modes traveling at 
different speeds. This effect occurs in fibers with a slightly elliptic core or asymmet- 
rical mechanical stress. Figure 2.4 illustrates how, in such a fiber, horizontally and 
vertically polarized light propagates at slightly different speeds. The difference in ar- 
rival time, A T ,  is known as difSerentia1 group delay (DGD). Because, in general, the 
transmitter is exciting both polarization modes (horizontal and vertical), the receiver 
sees two time-shifted copies of the transmitted sequence superimposed on top of each 
other. The strength of each sequence depends on the alignment of the transmitter’s 
linearly polarized light with the axes of the elliptic core. 

AT 

Slow 

output 

Input 

Fig. 2.4 Polarization-mode dispersion in a short fiber segment. 

In a long stretch of fiber, the situation is complicated by the fact that the fiber’s 
effect on the polarization state (birefringence) changes randomly along its length. As 
a result, we have the following modifications. (i) The input polarization states that 
correspond to the fast and slow propagation are no longer linear states (i.e., horizontal 
and vertical) but general elliptic polarization states, which differ from fiber to fiber. 
These states are known as the input principle states of polarization (PSP). (ii) The 
differential group delay, averaged over many fibers, is proportional to the square root 
of the fiber length L (rather than the length itself) and can be written 

where DPMD is the polarization-mode dispersion parameter. In addition to the sta- 
tistical uncertainty, PMD also varies slowly over time, that is, the PSPs and DPMD 
are a function of time. As a rule of thumb, we must keep below 10% of the bit 
interval (0.1 / B )  to keep the power penalty due to PMD almost permanently below 
1 dB.4 Another complication in real systems is the wavelength dependence of both the 
input PSPs and the DGD, which makes the PMD distortions look more complex than 
just a simple superposition of time-shifted copies of the transmitted signal (so-called 
higher-order PMD distortions). 

4More precisely, to ensure an outage probability of <lop7, that is. <3 secondsfyear during which the 
power penalty exceeds 1 dB we need < 0.07/8 for NRZ 
modulation [74]. 

< 0.1/B for RZ modulation and 
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What can we do against PMD? Recently manufactured fiber has a very low PMD 
parameter around D ~ M D  = 0.1 ps/&. This means that in a 100-km fiber, the av- 
erage delay is only 1 ps; no problem, even for 40 Gb/s. Older fiber, which is widely 
deployed and has a slightly elliptic cross section of the fiber core as a result of manu- 
facturing tolerances, has a much larger PMD parameter around DPMD = 2 ps/&. 
In the latter case, we can use optical or electrical PMD mitigation techniques. In a 
simple optical PMD compensator, a fiber segment with strong intentional PMD, a 
so-called polarization maintaining jber  (PMF), is placed in front of the receiver to 
undo the PMD accumulated during transmission. In between the transmission fiber 
and the compensation fiber, a polarization controller must be inserted to make sure 
that the fast output PSP is fed into the slow input PSP of the compensation fiber 
and vice versa. Because the PMD is time varying, the polarization controller must 
be adjusted continuously with a feedback signal derived from the quality of the re- 
ceived signal. In a simple electrical PMD compensator, the distorted optical signal 
is converted first to an electrical signal with a photodetector (losing the polarization 
information). Then, an adaptive equalizer as part of the receiver removes as much 
distortion as possible (see Section 4.7). Again, because of the time-varying nature of 
PMD, it is necessary to adjust the equalizer characteristics continuously as a function 
of the received signal quality. 

2.3 NON LI N EARlTl ES 

Attenuation and dispersion are known as linear fiber effects because they can be 
described by a linear relationship between the fields of the lightwaves at the input 
and output of the fiber. Apart from these linear effects, the fiber suffers from a 
number of nonlinear effects that may distort and attenuate the optical signal or may 
produce crosstalk between optical channels. The most. important of these effects are 
self-phase modulation (SPM), cross-phase modulation (CPM or XPM), stimulated 
Raman scattering (SRS), stimulated Brillouin scattering (SBS), and four-wave mixing 
(FWM). These effects become important in long optical links operated at high optical 
power levels. In single-wavelength systems, SPM, SRS, and SBS can cause pulse 
distortion and attenuation. In addition to that, in DWDM systems, CPM, SRS, SBS, 
and FWM can cause crosstalk between optical channels. 

What can we do against these nonlinear effects? In general, nonlinear effects can 
be suppressed if the transmitted optical power is kept sufficiently low. One way to 
lower the transmit power without impacting the bit-error rate performance is to use 
forward error correction (cf. Section 4.1 1). As we have said, in a DWDM system, 
the bits in different channels may interact with each other through nonlinear effects, 
resulting in a change of pulse shape and amplitude (cf. Section 6.2.7). The longer the 
interacting bits stay together, the stronger the crosstalk distortions become. For this 
reason, it is advantageous if the different wavelength channels propagate at slightly 
different speeds, that is, if there is a small amount of chromatic dispersion. A special 
fiber, called nonzero dispersion-shifted$ber (NZ-DSF), has been developed that has 
a small value for 1 D /  around 1 to 6 ps/(nm. km), large enough to create a “walk-off’ 
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between the bit streams, thus reducing nonlinear interactions, but small enough to 
limit the amount of dispersion compensation needed or to avoid it altogether. 

signal, g- 

2.4 PULSE SPREADING DUE TO CHROMATIC DISPERSION 

fields fields 

Modal dispersion can be suppressed with the use of SMF, and PMD is only of concern 
in long-haul and high-speed systems, but almost every optical transmission system is 
affected by chromatic dispersion. In the following, we investigate the pulse distortions 
caused by chromatic dispersion in greater detail. 

Nonlinear Character of Optical Fiber Communication. To transmit an optical 
signal over a fiber, we modulate the intensity of a light source, and to receive the 
signal, we detect the intensity of the light.5 Let's assume that the fiber in between 
the transmitter and the receiver exhibits dispersion. We said earlier that dispersion 
is a linear phenomenon, but linear in thejields not the intensity! Thus, the complete 
communication channel can be modeled as shown in Fig. 2.5. The signal is converted 
to light with a proportional intensity; the light is carried by an electromagnetic field, 
which is proportional to the square-root of the intensity; the field disperses linearly 
in the fiber; the field at the end of the fiber is characterized by an intensity, which 
is proportional to the square of the field; finally, the light intensity is detected and 
a signal proportional to it is generated. This is a nonlinear system! Note that the 
nonlinearity here is due to the square law relating the intensity and the field and has 
nothing to do with the nonlinearity in fibers discussed in the previous section. 

Fig, 2.5 Communication channel with intensity modulation, fiber dispersion, and inten- 
sity detection. 

Now we understand that, in general, we cannot apply linear system theory to 
analyze the pulse distortions caused by fiber dispersion, making this a rather nasty 
problem. (This same nonlinearity will bother us again when discussing optical and 
electrical dBs, and then again when we talk about optical noise.) However, there is 
an approximation that we can use under certain conditions. If we use a light source 
with a bandwidth much greater than the signal bandwidth, we can approximately 
describe the channel with a linear response [ 1 11. With such a wide-linewidth source, 
the transmitter linewidth Ah is approximately equal to the source linewidth Ahs, 

'This method is known as direct detection. An alternative is coherenr defection, but this subject is beyond 
the scope of this book. 
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and the effects of the modulating signal on Ah can be neglected. In practice, this 
is the case for transmitters with a light-emitting diode (LED) or a Fabry-Perot (FP) 
laser source, as we see in Chapter 7. If we further assume that the source spectrum is 
Gaussian and we are operating at a wavelength far from zero dispersion, the impulse 
response of the channel turns out to be 

/ .2 \ 

(-2. (dT/2)2) ' 
h(r) = h(0) . exp (2.5) 

where 

and Ah is the 20-linewidth of the transmitter (or source). In other words, a Dirac 
impulse injected into one end of the fiber will spread out slowly into a Gaussian pulse 
as it propagates along the fiber. The 20-width of the spreading pulse is the AT given 
in Eq. (2.6). For example, a very narrow pulse launched into a standard SMF will 
spread out to 17 ps after 1 km given a 1.55-pm source with a linewidth of 1 nm. Thus, 
the dispersion parameter D tells us how rapidly a narrow pulse is spreading out. 

Time-Domain Analysis. Now that we have a linear model, we are on familiar 
territory and we can calculate how a regular (non-Dirac) data pulse spreads out. The 
math is easiest if we assume that the transmitted pulse is Gaussian. The convolution of 
the (Gaussian) input pulse with the (Gaussian) impulse response produces a Gaussian 
output pulse! We find the relationship between the 20-width of the input pulse, Tn, 
and the 2a-width of the output pulse Tout to be 

T~~~ = Jq; + A ~ 2 .  (2.7) 

This situation is illustrated in Fig. 2.6. Although in practice we are not likely to 
use Gaussian pulses, this simple calculation helps us to understand under which 
circumstances chromatic dispersion becomes important. For example, on 1 km of 
standard SMF with a source linewidth of 1 nm at 1.55 pm, a 100-ps pulse will broaden 
to J ( 1 0 0 p ~ ) ~  + ( 1 7 ~ s ) ~  = 101.4~s.  [-+ Problein 2.31 

A D 

Fig. 2-6 Pulse spreading due to chromatic dispersion. 
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The maximum amount of spreading, AT, that normally can be tolerated in an 
NRZ-modulated system is equal to half a bit period [461? 

1 
2B * 

AT 5 - 

This amount of spreading increases the pulse width by 4- = 1.12 or about 
12% and causes a power penalty of approximately 1 dl3 [46]. 

As we can see from Eqs. (2.6) and (2.8), the linewidth of the source is of critical 
importance in determining the amount of pulse spreading in a dispersive fiber and 
thus the maximum bit rate and distance over which we can transmit. 

Frequency-Domain Analysis. Given the expression for the impulse response of 
a dispersive fiber, we can easily transform it into the frequency domain and discuss 
the corresponding channel bandwidth. Transforming the Gaussian impulse response 
in Eq. (2.5) yields the Gaussian frequency response 

The 3-dB bandwidth of this optical intensity response can be found by setting the 
equation equal to 1/2. H ( 0 )  and solving for f .  Together with Eq. (2.6), we find [517 

(2.10) 

This is the modulation-signal bandwidth due to chromatic dispersion first introduced 
in Section 2.1. Its value decreases as the fiber length L ,  the linewidth Ah, or the 
dispersion parameter D increases. For example, 1 km of standard SMF with a source 
linewidth of 1 nm at 1.55 p m  has a bandwidth of just 22 GHz. If we replace the SMF 
with an NZ-DSF that has a dispersion parameter of only D = 5 ps/(nm . km), the 
bandwidth increases to 75 GHz. [-+ Problem 2.41 

Finally, what is the interpretation of the spreading limit, Eq. (2.8), in the frequency 
domain? Inserting Eq. (2.8) into Eq. (2.10), we find 

BW3m 2 0.75 . B .  (2.1 1 )  

This means the fiber bandwidth must be made larger than 3/4 of the bit rate to avoid 
excessive distortions. [-+ Problem 2.51 

Narrow-Linewidth Source. What happens if we use a light source with a band- 
width much smaller than the signal bandwidth? In practice, this situation occurs for 

6Note that in terms of the mean-square impulse spread c; = (A7'/2)2, this limit is q- _i 1 / (4B) .  
71n the electrical domain, this bandwidth is the 6-dB bandwidth, because three optical dBs convert to six 
electrical dBs (cf. Section 3.1)! 
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transmitters with a DFB laser, as we see in Chapter 7. Under these circumstances, 
the source linewidth Ahs << Ah can be neglected and the transmitter linewidth Ah 
is determined by the modulation signal, that is, the modulation format, the bit rate, 
and possibly spurious frequency modulation of the optical camer, so-called chirp. 

As we said earlier, for a narrow-linewidth source, the communication channel 
becomes nonlinear and cannot be described by linear system theory. In particular, 
the concept of modulation-signal bandwidth cannot be applied strictly. We can still 
interpret Eqs. (2.5) and (2.6) loosely to mean that the pulse spreading, A T ,  tends to 
increase with increasing transmitter linewidth, Ah, that is, for higher bit rates and 
stronger chirp. However, there are important exceptions to this rule, such as for 
optical pulses with negative chirp and for so-called solitons. Pulses with negative 
chirp' are characterized by a temporary decrease in optical frequency (red shift) 
during the leading edge and an increase in frequency (blue shift) during the trailing 
edge. Although this chirp broadens the transmitter linewidth, these pulses become 
compressed up to a certain distance in a dispersive medium with D > 0. Solitons are 
short (x 10 ps) and powerful optical pulses of a certain shape. Although the shortness 
of these pulses increases the transmitter linewidth, they do not broaden at all. This 
is so because chromatic dispersion is counterbalanced by self-phase modulation, one 
of the nonlinear fiber effects. [+ Problem 2.61 

2.5 SUMMARY 

Optical silica-glass fiber is characterized by a very low loss of about 0.25 dB/km and a 
huge bandwidth of more than 10 THz when operated in the 1.55-pm wavelength band. 

On the down side, various types of dispersion cause the optical pulses to spread 
out in time and to interfere with each other. The following types of dispersion can 
be distinguished: 

0 Modal dispersion, which only occurs in multimode fibers. 

0 Chromatic dispersion, which is small at 1.3 p m  but presents a significant limi- 
tation at the 1.55-pm wavelength in standard single-mode fibers. The impact of 
chromatic dispersion on pulse spreading can be ameliorated by using narrow- 
linewidth transmitters. 

0 Polarization-mode dispersion, which is significant in high-speed, long-haul 
transmission over older types of fiber and is slowly varying with time. 

Furthermore, at elevated power levels, nonlinear effects can cause attenuation and 
pulse distortions as well as crosstalk in dense wavelength division multiplexing 
(DWDM) systems. 

the literature, the polarity of chirp is not consistently defined. In this book, we use the term nrgariwr 
chirp to describe a leading edge with red shift. 
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2.6 PROBLEMS 

2.1 Wavelength and Frequency. (a) At what frequency oscillates the electromag- 
netic field of a 1.55-pm optical signal? (b) An optical filter has a bandwidth 
of 0.1 nm at 1.55 pm. What is its bandwidth in Hertz? 

2.2 Group-Delay Variation. Assume that the dispersion parameter D depends 
linearly on the wavelength. It has a value of zero at 1.3 p m  and 17 ps/(nm. km) 
at 1.55 pm. Calculate the dependence of the group delay on wavelength. 

2.3 Pulse Spreading. Derive the pulse-spreading rule for Gaussian pulses given 
in Eq. (2.7) from the impulse response given in Eq. (2.5). 

2.4 Fiber Response. Derive the frequency response for a fiber given in Eq. (2.9) 
from the impulse response given in Eq. (2.5). 

2.5 1-dB Dispersion Penalty. What is the highest bit rate, B ,  at which we can 
transmit an NRZ signal while incumng less than 1 dB of attenuation due 
to dispersion? Use Eq. (2.9) to estimate the attenuation and assume that 
most of the data signal’s energy is located at the frequency B/2 (as for the 
“101010.. .” sequence), 

2.6 Pulse Compression. Explain qualitatively why a pulse with negative chirp 
initially becomes compressed for a fiber with D 0. 

2.7 Transmission System at 1,310 nm. A 1.31-pm transmitter with a 3-nm 
linewidth launches a 2.5-Gb/s NRZ signal with I mW into a standard SMF. 
(a) How long can we make the fiber before the power is attenuated to 
-24.3 dBm? (b) How long can we make the fiber before chromatic disper- 
sion causes too much pulse spreading? Assume D = 0.5 ps/(nm . km). 

2.8 Transmission System at 1,550 nm. Now we use a 1.55-pm transmitter with 
the same linewidth, bit rate, and launch power as in Problem 2.7. How does 
the situation change? 

2.9 Transmitter Linewidth. (a) In which system, Problem 2.7 or 2.8, would it 
make sense to use a narrow-linewidth transmitter? (b) How far could we go, if 
we reduce the linewidth to 0.02 nm? 

2.10 Fiber PMD. We are using “old” fiber with DPMD = 2 ps/&. Do we have 
to be concerned about PMD in one of the above transmission systems? 
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3 
Photodetectors 

The first element in an optical receiver is the photodetector. The main characteristics 
of this device, in particular its responsivity and noise properties, have a significant 
impact on the receiver’s performance. For example, the receiver’s sensitivity is de- 
termined largely by the characteristics of the photodetector and the transimpedance 
amplifier. There are three types of photodetectors that commonly are used: the p-i-n 
photodetector, the avalanche photodetector (APD), and the optically preamplified 
p-i-n detector, which we discuss in this order. More information on photodetectors 
can be found in [5,  136, 1831. 

3.1 P-I-N PHOTODETECTOR 

The simplest detector is the p-i-n photodetector, also called p-i-n photodiode, shown 
in Fig. 3.1. A p-i-n photodetector consists of a p-n junction with a layer of intrinsic 
(undoped or lightly doped) semiconductor material sandwiched in between the p- and 
the n-doped material. The junction must be reverse biased to create a strong electric 
field in the intrinsic material. Photons incident on the i-layer create electron-hole 
pairs, which become separated by the electric drift field. As a result, a photocurrent 
appears at the terminals. 

The width W of the i-layer, which is approximately equal to the depletion-layer 
width under reverse-bias conditions, controls the trade-off between efficiency and 
speed of the detector. The fraction of photons that create electron-hole pairs is called 
the quantum eflciency and is designated by q.  The wider W is made, the better the 
chances that a photon is absorbed in the detector and thus the higher the quantum effi- 

25 
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Light + 
1. 

Fig. 3.7 p-i-n photodetector (schematically). 

ciency. However, the wider W is made, the longer it takes for the electrons and holes to 
traverse the i-layer, making the photodetector response slower (cf. Eq. (3.4)). To avoid 
this dilemma, the i-layer in very fast photodetectors is illuminated from the side. Now, 
the quantum efficiency is controlled by the horizontal dimension, whereas the speed 
(bandwidth) is controlled by the vertical W dimension. The waveguide photodetector 
and the traveling-wave photodetector belong to this class of horizontally illuminated 
detectors. For horizontally illuminated photodetectors, a bandwidth-efficiency prod- 
uct (BW. r ] )  in the range of 55 to 76 GHz is possible, whereas for vertically illuminated 
p-i-n detectors, 20 to 35 GHz has been achieved [64]. 

Most semiconductor materials are transparent, that is, they don’t absorb photons, 
at the 1.3-pm and 1.55-pm wavelengths commonly used in telecommunication ap- 
plications. For example, silicon only absorbs photons with h < 1.06pm, GaAs 
only with h < 0.87 pm, and InP only with h < 0.92pm. Therefore, a semicon- 
ductor compound with a narrow bandgap must be used for the i-layer. For example 
InGaAs, which is sensitive in the 1.0- to 1.65-pm range, is a popular choice. The 
p- and n-layers of the InGaAs photodetector shown in Fig. 3.1 are made from InP 
material, which is transparent at the wavelength of interest, and thus the i-layer can 
be illuminated from the top or bottom as shown. Detectors sensitive at the 0.85-pm 
wavelength, used in data communication, typically are based on GaAs or silicon. 

Electron-hole pairs created outside of the drift field diffuse very slowly (e.g., at 
4ns/pm) to the drift-field region, where they make a delayed contribution to the 
photocurrent. As a result, the intended current pulse corresponding to the optical 
signal is followed by an undesired “tail current.” In burst-mode receivers, this tail 
current can cause problems when a very strong burst signal is followed by a very 
weak one [120]. Tail currents can be minimized by using transparent materials for 
the p- and n-layers and precisely aligning the fiber to the active part of the i-layer. 

Responsivity The light-current relationship for a p-i-n photodetector can be de- 
rived easily: of all incident photons, the fraction r]  creates electron-hole pairs. Each 
photon has the energy hclh ,  where h is the Planck constant, and each electron car- 
ries the elementary charge 9. Remember that current is “electron charge per time” 
and optical power is “photon energy per time.” Thus, the electrical current ( 1 ~ 1 , ~ )  
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produced for a given amount of optical power ( P )  illuminating the photodetector is 

(3.1) 

The constant relating IPIN and P is known as the responsivity of the photodetector 
and is designated by the symbol R: 

(3.2) 
hq 
hc 

IPIN = R . P with R = v .  -. 

For example, for the commonly used wavelength h = 1.55 p m  and the quantum 
efficiency q = 0.64, we obtain a responsivity R = 0.8 A/W. This means that for 
every milli-Watt of optical power incident onto the photodetector, we obtain 0.8 mA 
of current. The responsivity of a typical InGaAs p-i-n photodetector is in the range 
0.6 to 0.9 A/W [5 ] .  

A Two-for-One Special. Let’s examine the relationship in Eq. (3.2) in more detail. 
It implies that if we double the power we obtain twice as much current. Now this is 
very odd! Usually, the power grows with the square of the current and not linearly 
with the current. For instance in a wireless receiver, if we double the RF power, 
we obtain 1/2 more current from the antenna. Or if we double the current flowing 
into a resistor, 4x as much power is dissipated into heat. This square relationship 
between power and current is the reason why we use “10 log” to calculate power dBs 
and “20 log” to calculate current or voltage dBs. When using this convention, a 3-dB 
increase in RF power translates into a 3-dB increase in current from the antenna, or a 
3-dB increase in current results in a 3-dB increase in power dissipation in the resistor. 
For a photodetector, however, a 3-dB increase of optical power translates into a 6-dB 
increase in current. What a bargain! [-+ Problems 3.1 and 3.21 

Wireless Receiver with a Photodetector? In contrast to optical receivers, wire- 
less receivers are using antennas to detect electromagnetic waves. The rms current 
that is produced by an antenna under matched conditions is 

iiTT = ,/VGi, (3.3) 

where P is the received power’ and RANT is the antenna resistance. For example, for 
a -5OdBm signal (lo-* W), we obtain approximately 14pA rms from an antenna 
with RANT = 50 B. 

What if we would use a hypothetical hyperinfrared photodetector instead of the 
antenna to detect a 1-GHz RF signal? This photodetector is made sensitive to low- 
energy RF photons (4peV) through advanced bandgap engineering. It is cooled 
down to a few milli-Kelvins to prevent dark currents caused by thermal electron- 
hole generation. With Eq. (3.2), we can calculate the responsivity of this detector 

’ More precisely, P is the power incident on the effective aperture of the antenna [75] 
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to be an impressive 120kA/W assuming that c /h  = 1 GHz and q = 0.5. So at the 
same received power level of -50 dBm, we obtain a current of 1.2 mA: about 86x 
more than with the old fashioned antenna! The reason for this is, of course, that the 
photodetector produces a current proportional to the square of the electromagnetic 
field, that is, the intensity (cf. Fig. 2.5), whereas the antenna produces a current 
directly proportional to the field. 

But don't launch your start-up company to market this idea just yet! What happens 
if we reduce the received power? After all, this is where the detector's responsivity 
matters the most. The signal from the photodetector decreases linearly, whereas the 
signal from the antenna decreases more slowly following a square-root law. After we 
are down to -90 dBm (1 0-l2 W), we obtain approximately 0.14 FA from the antenna 
and 0.12 FA from the photodetector (see Fig. 3.2): about the same! Unfortunately, 
our invention turns out to be a disappointment . . . [-+ Problem 3.31 

Photodetector 

Antenna 
lOOn 

+ P[dBm] ' -90 -80 -70 -60 -50 

Fig, 3-2 Responsivity of an antenna and a photodetector at 1 GHz. 

Bandwidth. Let's get back to more practical work! Figure 3.3 shows two equivalent 
AC circuits for 10-Gb/s p-i-n photodetectors, one for a bare detector and one for a 
detector with packaging parasitics. The current source in both models represents 
the current generated by the light and has the value ip"(t) = R . P ( t ) .  The main 
parasitics are the photodiode junction capacitance Cpg and the combination of contact 
and spreading resistance R p g .  The packaged detector has additional L-C parasitics 
caused by wire bonds and so forth. At the frequencies of interest, the impedance 
of the p-i-n detector is mostly capacitive, and therefore the detector impedance is 
sometimes modeled by a single capacitance. 

The bandwidth of the bare photodiode is determined by two time constants: (i) the 
transit time, that is, the time it takes the carriers to travel through the drift-field region, 
and (ii) the R-C time constant given by the parasitics Rpg and Cpg. The intrinsic 
bandwidth of a p-i-n photodiode turns out to be [5] 

(3.4) 

where W is the width of the depletion region and u, is the carrier velocity. For 
high-speed applications, the reverse voltage should be chosen large enough such that 
the carrier velocity u , ~  saturates at its maximum value and the transit time (Wlu, )  
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Fig. 3.3 Equivalent AC circuits for 10-Gb/s p i - n  photodetectors: (a) bare photodiode [137] 
and (b) photodiode with packaging parasitics [37]. 

is minimized. Typically, a reverse voltage of about 5 to 1OV is required for that. 
Photodiodes with bandwidths well in excess of 100 GHz have been demonstrated. 

Shot Noise. The p-i-n photodetector not only produces the signal current IPIN, 
but also a noise current known as shot noise. This noise current is the result of the 
photocurrent being composed of a large number of short pulses that are distributed 
randomly in time. Each pulse corresponds to an electron-hole pair created by a 
photon. If we approximate these pulses with Dirac pulses, the shot-noise spectrum is 
white and its mean-square value turns out to be [5] 

where Ip" is the signal current and BW, is the bandwidth in which we measure 
the noise current.* For example, a received optical power of 1 mW generates an 
average current of 0.8 mA (assuming R = 0.8 A/W) and a shot-noise current of 
about I .6 FA rms in a 10-GHz bandwidth. The signal-to-noise ratio can be calculated 
as lOl0g(0.8rnA/1.6pA)~ = 54dB. [+ Problem 3.41 

We can see from Eq. (3.5) that the shot-noise current is signal dependent; that is, 
it is a function of Ip". If the received optical power increases, the noise increases, 
too. But fortunately, the rms noise grows only with the square root of the signal 
amplitude, so we still gain in terms of signal-to-noise ratio. If we double the power 
in our previous example to 2mW, we obtain an average current of 1.6mA and a 
shot-noise current of 2.26 FA; thus, the signal-to-noise ratio improves by 3 dB to 
57 dB. Conversely, if the received optical power reduces, the noise reduces, too. For 
example, if we reduce the optical power by 3 dB, the signal current is reduced by 
6 dB, but the signal-to-noise ratio degrades only by 3 dB. 

If we receive a non-return-to-zero ( N U )  signal with a p-i-n photodetector, the 
noise on the one bits is much larger than that on the zero bits. In fact, if we turn 
the transmitter light source completely off during the transmission of zeros (infinite 
extinction ratio) and the photodetector is free of dark current (see below), then there 

'More precisely, SW,, is the noise bandwidth of the measurement equipment (i.e.. the subsequent receiver); 
cf. Section 4.4. 
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will be no signal and therefore no noise for the zeros. Let’s suppose that the received 
optical signal is DC balanced, has a high extinction ratio, and has the average power 
P. It then follows that the optical power for the ones is P1 = 2Fand that for the zeros 
is PO 

- 

0. Thus with Eq. (3.5), we find the noise currents for zeros and ones to be 

The precise value of ii.plN.o depends on the extinction ratio and dark current. Fig- 
ure 3.4 illustrates the signal and noise currents produced by a p-i-n photodetector in 
response to an optical NRZ signal with DC balance and high extinction. Signal and 
noise magnitudes are expressed in terms of the average received power F. 

0 1 0 0 1 1 0  

Fig. 3.4 Signal and noise currents from a p-i-n photodetector. 

Dark Current. The p-i-n photodetector produces a small amount of current even 
when it is in total darkness. This so-called dark current, IDK, depends on the junction 
area, temperature, and processing, but usually is less than 5nA for a high-speed 
InGaAs photodetector. The dark current and its associated shot-noise current interfere 
with the received signal. Fortunately, in high-speed p-i-n receivers (2.5-40 Gb/s), 
this effect usually is negligible. To demonstrate this, let’s calculate the optical power 
for which the worst-case dark current amounts to 10% of the signal current. As long 
as our received optical power is larger than this, we are fine: 

With the values R = 0.8 A/W and IDK(max) = 5 nA, we findP > -42 dBm. We see 
later that high-speed p-i-n receivers require much more signal power than this to work 
at an acceptable bit-error rate, and therefore we don’t need to worry about dark current 
in such receivers. However, in high-sensitivity receivers (at low speeds and/or with 
APDs), the dark current can be an important limitation. In Section 4.5, we formulate 
the impact of dark current on the receiver performance in a more precise way. 

Saturation Current. Whereas the shot noise and the dark current define the lower 
end of the p-i-n detector’s dynamic range, the saturation current defines the upper end. 
At very high optical power levels, a correspondingly high density of electron-hole 
pairs is produced, which generates a space charge that counteracts the bias-induced 
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drift field. The consequences are a decreased responsivity (gain compression) and 
reduced bandwidth. This effect is particularly important in receivers with optical 
preamplifiers, such as, erbium-doped fiber amplifiers (EDFAs), which readily can 
produce several 10 mW of optical power at the p-i-n detector. Typical values for the 
saturation current are in the 10 to 76 mA range [64]. 

3.2 AVALANCHE PHOTODETECTOR 

The basic structure of the avalanche photodetector (APD) is shown in Fig. 3.5. Like 
the p-i-n detector, the avalanche photodetector is a reverse biased diode. However, in 
contrast to the p-i-n photodetector, it features an additional layer, the multiplication 
region. This layer provides gain through avalanche multiplication of the electron-hole 
pairs generated in the i-layer, also called the absorption region. For the avalanche 
process to set in, the APD must be operated at a fairly high reverse bias of about 40 to 
60 V. As we said earlier, a p-i-n photodetector can be operated at a voltage of about 
5 to IOV. 

Light 

n InP 1 
Multiplication 

Region 

Absorption I i InGaAs 1- Region 

Fig. 3.5 Avalanche photodetector (schematically). 

Similar to the p-i-n detector, InGaAs commonly is used for the absorption region 
to make the APD sensitive at long wavelengths (1.3 and 1.55 pm). The multiplication 
region, however, typically is made from the wider bandgap InP material, which can 
sustain a higher electric field. 

Responsivity. The gain of the APD is called avalanche gain or multiplication factor 
and is designated by the letter M. A typical value for an InGaAs APD is M = 10. 
The light power P therefore is converted to electrical current IAPD as 

IAPD = M . RP, (3.9) 

where R is the responsivity of the APD without avalanche gain, which is similar to 
the responsivity of a p-i-n detector. Assuming that R = 0.8 A/W, as in our example 
for the p-i-n detector, and that M = 10, the APD generates 8 A/W. Therefore, we 
also can say that the APD has an effective responsivity RAPD = 8 A/W, but we have 
to be careful to avoid confusion with the responsivity R in Eq. (3.9), which does not 
include the avalanche gain. 
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As we can see from Fig. 3.6, the avalanche gain M is a sensitive function of the 
reverse bias voltage. Furthermore, the avalanche gain also is a function of temperature 
and a well-controlled bias voltage source with the appropriate temperature dependence 
is required to keep the gain constant. The circuit in Fig. 3.7 uses a thermistor (ThR) 
to measure the APD temperature and a control loop to adjust the reverse bias voltage 
VAPD at a rate of 0.2%/"C to compensate for the temperature coefficient of the APD 
[2]. Sometimes, the dependence of the avalanche gain on the bias voltage is exploited 
to implement an automatic gain control (AGC) mechanism that acts right at the 
detector. Such an AGC mechanism can increase the dynamic range of the receiver. 

Reverse Bias Voltage V,, [V] 

Fig. 3.6 Avalanche gain and excess noise factor as a function of reverse voltage for a typical 
InGaAs APD. 

Receiver 

Fig. 3.7 Temperature-compensated APD bias circuit. 

Avalanche Noise. Unfortunately, the APD not only provides more signal but also 
more noise than the p-i-n detector, in fact, more noise than simply the amplified shot 
noise that we are already familiar with. On a microscopic level, each primary carrier 
created by a photon is multiplied by a random gain factor: for example, the first 
photon ends up producing nine electron-hole pairs, the next one 13, and so on. The 
avalanche gain M ,  introduced earlier, is really just the average gain value. When 
taking the random nature of the gain process into account, the mean-square noise 
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current from the APD can be written as [5] 

where F is the so-called excess noise factor and I p 1 ~  is the primary photodetector 
current, that is, the current before avalanche multiplication (Ip” = ZAPD/M). Equiv- 
alently, I p l ~  can be understood as the current produced in a p-i-n photodetector with 
responsivity R that receives the same amount of light as the APD under discussion. 
In the ideal case, the excess noise factor is one ( F  = I ) ,  which corresponds to the 
situation where we have a deterministic amplification of the shot noise. For a con- 
ventional InGaAs APD, this excess noise factor is more typically around F = 6. 
[-+ Problem 3.51 

As we can see from Fig. 3.6, the excess noise factor F increases with increasing 
reverse bias roughly tracking the avalanche gain M .  In fact, it turns out that F and 
M are related as follows [5]: 

(3.1 1) 

where k A  is the so-called ionization-coeficient ratio. If only one type of carrier, say 
electrons, participates in the avalanche process, then k A  = 0 and the excess noise 
factor is minimized. However, if electrons and holes both are participating, then 
k A  > 0 and more excess noise is produced. For an InGaAs APD, k A  = 0.5 to 0.7 and 
the excess noise factor increases almost proportional to M ,  as can be seen in Fig. 3.6; 
for a silicon APD, k A  = 0.02 to 0.05 and the excess noise factor increases much more 
slowly with M [ 5 ] .  Thus from a noise point of view, the silicon APD is preferable, 
but as we know, silicon is not sensitive at the long wavelengths commonly used 
in telecommunication applications. Researchers are working on long-wavelength 
APDs with better noise performance than the conventional InGaAs APD. They do 
so by using materials with a lower k A  (e.g., InAIAs) and structures that reduce the 
randomness in the avalanche process. 

Because the avalanche gain can be increased only at the expense of producing 
more noise in the detector (Eq. (3.1 I)), there is an optimum APD gain at which the 
receiver becomes most sensitive. As we see in Section 4.3, the value of this optimum 
gain depends. among other things, on the APD material ( k ~ ) .  

From what has been said, it should be clear that the APD noise is signal dependent, 
just like the p-i-n detector noise. The noise currents for zeros and ones, given a DC- 
balanced NFU signal with average power and high extinction, can be found with 
Eq. (3.10): 

- 
LAPD.O .2 0 and (3.12) 

I , ~ , ~ ~ ~ . ~  . 2  = F ’ M 2  .4qRF. BW,. (3.13) 
- 

- 
The precise value of i i .ApD,o depends on the extinction ratio and dark current. 
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Dark Current. Similar to the p-i-n detector, the APD also suffers from a dark 
current. The so-called primary dark current, IDK, is amplified, just like a signal 
current, to M . IDK and produces the avalanche noise F . M2 .2qlDK. BW,. Typically, 
IDK is less than 5 nA for a high-speed InGaAs APD [5]. We again can use Eq. (3.8) 
to judge if this amount of dark current is harmful. With the values R = 0.8 A/W and 
IDK(max) = 5 nA, we find that we are fine as long as P > -42 dBm. Most high- 
speed APD receivers require more signal power than this to work at an acceptable 
bit-error rate, and dark current is not a big worry. 

Bandwidth. Increasing the reverse bias not only increases the gain and the excess 
noise factor, but also reduces the signal bandwidth. Similar to a single-stage amplifier, 
the product of gain and bandwidth remains approximately constant and therefore can 
be used to quantify the speed of an APD. The gain-bandwidth product of a typical 
high-speed APD is in the range of 100 to 150GHz. The equivalent AC circuit for 
an APD is similar to those shown for the p-i-n detector in Fig. 3.3, except that the 
current source is now given by iApD(t) = M . R p ( t )  and the parasitic capacitances 
typically are somewhat larger. 

APDs are in widespread use for receivers up to and including 2.5 Gb/s. However, 
it is challenging to fabricate APDs with a high enough gain-bandwidth product to be 
useful at 10 Gb/s and above. For this reason, high sensitivity 10-Gb/s+ receivers 
often use optically preamplified p-i-n detectors. These detectors are more expensive 
than APDs but feature superior speed and noise performance. 

3.3 P-I-N DETECTOR WITH OPTICAL PREAMPLIFIER 

A higher performance alternative to the APD is the p-i-n detector with optical preamp- 
lifier or simply the optically preamplijied p-i-n detector. The p-i-n detector operates 
at high speed, whereas the optical preamplifier provides high gain over a huge band- 
width (e.g., more than 10 nm corresponding to more than 1,250 GHz), eliminating 
the gain-bandwidth trade-off known from APDs. Furthermore, the optically prearnp- 
lified p-i-n detector has superior noise characteristics when compared with an APD. 
However, the cost of a high-performance optical preamplifier, such as an EDFA, 
is substantial. 

The optical preamplifier can be implemented with a so-called semiconductor op- 
tical amplifier (SOA), which is small and can be integrated together with the p-i-n 
detector on the same InP substrate. However, for best performance, the erbium-doped 
fiber amplijier (EDFA), which operates in the important 1.55-pm band and features 
high gain and low noise, is a popular choice. See Fig. 3.8 for the operating principle 
of an EDFA-preamplified p-i-n detector. An optical coupler combines the received 
optical signal (input) with the light from a continuous-wave pump laser. The pump 
laser typically provides a power of a few lOmW at either the 0.98-pm or 1.48-pm 
wavelength, where the 0.98-prn wavelength is preferred for low-noise preamplifiers. 
The signal and the pump light are sent through an erbium-doped fiber of about 10 m, 
where the amplification takes place by means of stimulated emission. An optical 
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isolator prevents reflections of the optical signal from entering back into the ampli- 
fier, which would cause instability. An optical filter with (noise) bandwidth BWo 
reduces the noise of the amplified optical signal before it is converted to an electrical 
signal with a p-i-n photodetector. Optical noise is generated in the EDFA because of 
a process called amplijied spontaneous emission (ASE). The power spectral density 
of this ASE noise, SASE, is nearly white.3 Thus, we can calculate the optical noise 
power that reaches the photodetector as PASE = SASE . BWo . To keep PASE low, we 
want to use a narrow optical filter. 
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Fig. 3.8 A p-i-n photodetector with erbium-doped fiber preamplifier (schematically). 

Responsivity. One of the main characteristics of the optical amplifier is its power 
gain, G. The gain value of an EDFA depends on the length of the erbium-doped 
fiber and increases with increasing pump power, as shown in Fig. 3.9.4 A typical 
value is G = 100, corresponding to a 20-dB gain. The current produced by the p-i-n 
photodetector, IOA, expressed as a function of the optical power at the input of the 
preamplifier, P ,  is 

IOA = G . R P ,  (3.14) 

where R is the responsivity of the p-i-n photodetector. 

Pump Power 

Fig, 3.9 EDFA gain and noise figure as a function of the pump power. 

31n the following, SASE always refers to the noise spectral density in both polarization modes, that is, 
SASE = 2 .  SASE. where SiSE is the noise spectral density in a single polarization mode. 
4The pump power in Fig. 3.9 is given in multiples of the pump saturation power [ 5 ] .  
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Because the gain depends sensitively on the pump power, EDFA modules fre- 
quently incorporate a microcontroller, which adjusts the power of the pump laser. 
An automatic gain control (AGC) mechanism can be implemented by controlling the 
pump power in response to a small light sample split off from the amplified output 
signal [29]. Such an AGC mechanism can increase the dynamic range of the receiver. 

Whereas the APD improved the responsivity by about one order of magnitude 
( M  = lo), the optically preamplified p-i-n detector can improve the responsivity by 
about two orders of magnitude (G = 100) relative to a regular p-i-n detector. So, 
given that 72 = 0.8A/W and C = 100, the effective responsivity of the combined 
preamplifier and p-i-n detector is 80A/W. 

AS€ Noise. As we said earlier, the EDFA not only amplifies the input signal as 
desired, but also produces an optical noise known as ASE noise. How is this optical 
noise converted to an electrical noise in the photodetector? If you thought that it 
was odd that optical signal power is converted to a proportional electrical signal 
current, wait until you hear this: because the photodetector responds to the intensity, 
which is proportional to the square of the fields (cf. Fig. 2.5), the optical noise gets 
converted to cwo electrical beat-noise components. Roughly speaking, we get the 
terms corresponding to (signal + noise)2 = (signal)2 + 2 .  (signal. noise) + (noise)2. 
The first term is the desired electrical signal, the second term is the so-called signal- 
spontaneous beat noise, and the third term is known as the spontaneous-spontaneous 
beat noise. A detailed analysis reveals that the two electrical noise terms are [5] 

(3.15) 

The first term in Eq. (3.15), the signal-spontaneous beat noise, usually is the dominant 
term. This noise component is proportional to the signal power P s  at the output of 
the EDFA ( P s  = G P ) .  So, a signal-independent optical noise density SASE generates 
a signal-dependent noise term in the electrical domain! Furthermore, this noise term 
is not affected by the optical filter bandwidth BWo, but the electrical bandwidth SW,, 
does have an effect. The second term in Eq. (3.15), the spontaneous-spontaneous 
beat noise, may be closer to your  expectation^.^ Similar to the signal component, this 
noise current component is proportional to the optical noise power. Moreover, the 
optical filter bandwidth does have an effect on the spontaneous-spontaneous beat noise 
component. In addition to the ASE noise terms in Eq (3.15). the p-i-n photodetector 
also produces shot noise terms. However, the latter noise contributions are so small 
that they usually can be neglected. [-+ Problem 3.61 

'ln the literature, spontaneous-spontaneous beat noise is sometimes given as 4R2S, fsEBWoSq,  [ 5 ]  and 

sometimes a. 2R2S&,BWoBW, [ 1161 (SASE = SASE/?. the ASE spectral density in a single polarization 
mode). which may be quite confusing. It seems that the first equation applies to EDFA/p-i-n systems 
without a polarizer in between the amplifier and the p-i-n detector, whereas the second equation applies to 
EDFNp-i-n systems with a polarizer. In practice, polarizers are not usually used in EDFA/p-i-n systems 
because this would require a polarization controlled signal. We thus are using the 4R2S,fsEBWoBW,, 
expression here. 
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By now you have probably developed a healthy respect for the unexpected ways 
optical quantities translate to the electrical domain. Now let’s see what happens to the 
signal-to-noise ratio (SNR). For a continuous-wave signal with the optical power Ps 
incident on the photodetector, the signal power in the electrical domain is ii = R2 P;. 

The electrical noise power, ii,AsE, for the same optical signal is given by Eq. (3.15). 

With P A ~ E  = SASE . BWo, the ratio of these two expressions (i:/iz.AsE) becomes 

- 
- 

-- 

(3.16) 

Now PSI P A ~ E  also is known as the optical signal-to-noise ratio (OSNR) at the output 
of the EDFA measured in the optical bandwidth BWo . If the OSNR is much larger 
than 112 (-3 dB), we can neglect the contribution from spontaneous-spontaneous 
beat noise (this is where the 1 /2 in the denominator comes from) and we end up with 
the surprisingly simple result 

BWO .- Bwo w OSNR. - O S N R ~  
SNR = 

OSNR -k 1 / 2  2BW, 2BW, * 
(3.17) 

This means that the electrical SNR can be obtained simply by scaling the OSNR 
with the ratio of the optical and 2x the electrical bandwidth. For example, for a 
receiver with BW, = 7.5 GHz, an OSNR of 14.7 dB measured in a 0.1-nm band- 
width (12.5 GHz at h = 1.55 wm) translates into an electrical SNR of 13.9 dB. In 
Section 4.3, we use Eq. (3.17) to analyze optically amplified transmission systems. 
[+ Problem 3.71 

Noise Figure of an Optical Amplifier. Just like electrical amplifiers, optical am- 
plifiers are characterized by a noise figure F .  A typical value for an EDFA noise 
figure is F = 5 dB, and the theoretical lower limit turns out to be 3 dB, as we see 
later. But what is the meaning of noise figure for an optical amplifier? 

In an electrical system, the noise figure is defined as the ratio of the “total output 
noise power” to the “fraction of the output noise power due to the thermal noise of the 
source resistance.” Usually, this source resistance is 50 s2. (We discuss the electrical 
noise figure in more detail in Section 6.2.3.) Now, an optical amplifier doesn’t get its 
signal from a 5 0 4  source, and so the definition of its noise figure cannot be based 
on thermal 50-s2 noise. What fundamental noise is it based on? The quantum (shot) 
noise of the optical source! 

The noise figure of an optical amplifier is defined as the ratio of the “total output 
noise power” to the “fraction of the output noise powerdue to the quantum (shot) noise 
of the optical source.” The output noise power is measured with a p-i-n photodetector 
that has a perfect quantum efficiency ( q  = 1 )  and is quantified as the detector’s 
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- 
mean-square noise current.6 If we write the total output noise power as i:.oA and the 

fraction that is due to the source as i:.oA,s, then the noise figure is F = i:,oA/i:.oA%s. 
Figure 3.10 illustrates the various noise quantities introduced above. At the top, an 

ideal photodetector is illuminated directly by the optical source and produces the DC 

current IPIN and the mean-square shot-noise current ii.prN = 2qIplN . BW,. In the 
middle, the signal from the optical source is amplified with a noiseless, deterministic 
amplifier with gain G. This amplifier multiplies every photon from the source into ex- 
actly G photons. The ideal photodetector now produces the DC current IOA = G I ~ I N  
and the mean-square shot-noise current i:,oA.s = G2 .2qIpIN. BW, (cf. Problem 3.5). 
Note that this quantity represents the “fraction of the output noise power due to the 
source.” At the bottom, we replaced the noiseless amplifier with a real amplifier with 
gain G and noise figure F ,  which produces the “total output noise power.” According 
to the noise figure definition, the ideal photodetector now produces a mean-square 
noise current that is F times larger than before: 

- - -  

- 

- 

- 
ii,oA = F . G2 . 2qIpIN . BW,,, (3.18) 

where Ip“ is the current produced by an ideal p-i-n photodetector receiving the same 
amount of light as the optical preamplifier. Note that this noise current is still based 
on an ideal photodetector. How large is the output noise current of an optical amplifier 
followed by a real p-i-n detector with q < l ?  We have to reduce i:.oA by the factor 
q2 while taking into account that Ip“ also reduces by q;  thus, we obtain the output 
noise current - 

I,,OA .2 = q F  ’ G2 . 2qIPIN. BWn. (3.19) 

As usual, the noise current on zeros and ones is different and, given a DC-balanced 

- 

NRZ signal with average power Pand high extinction, we find with Eq. (3.19) 
- 
i:.oA,o x 0 and (3.20) 

i:,oA., = q F .  G2 -4qRF. BW,. (3.21) 

The precise value of i:.oA,o depends on the extinction ratio, dark current, and 
spon taneous-spontaneous beat noise. 

It is instructive to compare the noise expression Eq. (3.10) for the APD with 
Eq. (3.19) for the optically preamplified p-i-n detector. We discover that the ex- 
cess noise factor F of the APD plays the same role as the product q F  of the opti- 
cal preamplifier! 

- 

- 

Noise Figure and ASE Noise. In Eq. (3.15), we expressed the electrical noise in 
terms of the optical ASE noise, and in Eq. (3.18), we expressed the electrical noise 

6An equivalent definition for the noise figure of an optical amplifier is the ratio of the “input SNR” to the 
“output SNR.” where both SNRs are meaured in the electrical domain with ideal photodetectors (a = 1)  
and where the input SNR is based on shot noise only. 
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Fig. 3.70 Definition of the noise figure for an optical amplifier. 

in terms of the amplifier’s noise figure. Now let’s combine the two equations and 
find out how the noise figure is related to the ASE noise spectral density. With the 
assumption that all electrical noise at the output of the optically preamplified p-i-n 

detector is described by the terms in Eq. (3 .15) ,  i:,oA = ii ,AsE, that is, ignoring shot 
noise contributions, we find 

- - 

(3.22) 

The first term is caused by signal-spontaneous beat noise, whereas the second term is 
caused by spontaneous-spontaneous beat noise. Note that this noise figure depends 
on the input power P and becomes infinite for P -+ 0. The reason for this is that 
when the signal power goes to zero, we are still left with the spontaneous-spontaneous 
beat noise, whereas the noise due to the source does go to zero. [-+ Problem 3.81 

Sometimes a restrictive type of noise figure F is defined that corresponds to just 
the first term of Eq. (3 .22):  

(3.23) 

This noise figure is known as signal-spontaneous beat noise limited noisefigure or 
optical noisefigure and is independent of the input power. For sufficiently large input 
power levels P and small optical bandwidths BWo, it is approximately equal to the 
noise figure F in Eq. (3 .22) .  (The fact that there are two similar but not identical 
noise figure definitions can be confusing at times.) 

Let’s go one step further. A physical analysis of the ASE noise process reveals the 
following expression for its power spectral density [ 5 ] :  

(3 .24)  

where N1 is the number of erbium atoms in the ground state and N2 is the number of 
erbium atoms in the excited state. The stronger the amplifier is “pumped,” the more 

TEAM LinG



40 PHOTODETECTORS 

atoms will be in the excited state, and thus for a strongly pumped amplifier, we have 
N2 >> N1. Combining Eq. (3.23)for theopticalnoise figure withEq. (3.24) and taking 
G >> 1, we find the following simple approximation for the EDFA noise figure(s): 

(3.25) 

This equation means that increasing the pump power will decrease the noise figure 
until it reaches the theoretical limit of 3 dB (cf. Fig. 3.9). 

Negative Noise Figure? What would an optical amplifier with a negative noise 
figure (lolog F < OdB, F < 1) do? Placing such an amplifier in front of a p-i-n 
detector would improve the signal-to-noise ratio over that of an unamplified p-i-n 
detector. This sounds like a tricky thing to do. Now you may be surprised to learn 
that you can actually buy optical amplifiers with negative noise figures. You can buy 
a Raman amplifier with F = -2 dB or even less, if you are willing to pay more! 

Consider the following: a fiber span with loss 1 f G has a noise figure of G. The 
same fiber span followed by an EDFA with noise figure F has a combined noise figure 
of G . F .  You can prove both facts easily with the noise figure definition given earlier. 
For example, a 100-km fiber span with 25-dB loss followed by an EDFA with a noise 
figure of 5 dB has a total noise figure of 30dB. [-+ Problem 3.91 

Now, there is a type of optical amplifier, the Raman amplijier, that can provide 
distributed gain in the fiber span itself. The fiber span is “pumped’ from the receive 
end with a strong laser (1 W or so) and stimulated Raman scattering (SRS), one of the 
nonlinear fiber effects, provides the gain. For example, by pumping the 100-km fiber 
span from above the loss may reduce from 25 dB to 15 dB and the noise figure may 
improve from 25 dB to 23 dB. How do you sell such an amplifier? Right, you compare 
it with a lumped amplifier such as an EDFA and say it has a gain of 10 dB and a noise 
figure of -2 dB. O.K., I’ll order one but please ship it without the fiber span . . . 

3.4 SUMMARY 

Three types of photodetectors commonly are used for optical receivers: 

0 The p-i-n photodetector with a typical responsivity in the range of 0.6 to 
0.9 A/W (for an InGaAs detector) is used mostly in short-haul applications. 

0 The avalanche photodetector (APD) with a typical responsivity in the range of 
5 to 20 A/W (for an InGaAs detector) is used mostly in long-haul applications 
up to 10Gb/s. 

0 The optically preamplified p-i-n detector with a responsivity in the range of 6 
to 900 A/W is used mostly in ultra-long-haul applications and for speeds at or 
more than 10 Gb/s. 

All three detectors generate a current that is proportional to the received optical 
power, that is, a 3-dB change in optical power results in a 6-dB change in current. 
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Fig. 3.71 A 10-Gb/s photodetector and TIA in a 16-pin surface-mount package with a 
single-mode fiber pigtail (1.6cm x 1.3 cm x 0.7cm). Reprinted by permission from Agere 
Systems, Inc. 

Fig. 3.12 A packaged two-stage erbium-doped fiber amplifier with single-mode fiber pigtails 
for the input, output, interstage access, and tap monitorports (12 cm x 10 cm x 2 cm). Reprinted 
by permission from Agere Systems, Inc. 
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All three detectors produce a signal-dependent noise current, specifically, the noise 

power i&, grows proportional to the signal current IPD (neglecting the spontaneous- 
spontaneous beat noise of the optically preamplified p-i-n detector). As a result, 
received one bits contain more noise than zero bits. The p-i-n detector produces shot 
noise, which often is negligible in digital transmission systems. The APD produces 
avalanche noise, quantified by the excess noise factor F .  The optical preamplifier 
produces amplified spontaneous emission (ASE) noise, which is converted into two 
electrical noise components by the p-i-n detector. The noise characteristics of the 
optical preamplifier are specified by a noise figure F .  

- 

3.5 PROBLEMS 

3.1 Optical vs. Electrical dBs. A p-i-n photodetector in a 1.55-pm transmission 
system converts the received optical signal to an electrical signal. By how many 
dBs is the latter signal attenuated if we splice an additional 40km of standard 
SMF into the system? 

3.2 Power Conservation in the Photodiode. The p-i-n photodetector produces a 
current that is proportional to the received optical power P. When this current 
runs through a resistor, it produces a voltage drop that also is proportional to 
the received optical power. Thus, the electrical power dissipated in the resistor 
is proportional to P2. We conclude that for large values of P ,  the electrical 
power will exceed the received optical power! (a) Is this a violatian of energy 
conservation? (b) What can you say about the maximum forward-voltage drop, 
V F ,  of a photodiode? 

3.3 Photodetector vs. Antenna. An ideal photodetector ( r ]  = 1) and antenna 
both are exposed to the same continuous-wave electromagnetic radiation at 
power level P .  (a) Calculate the power level P at which the signal from the 
photodetector becomes equal to the rms value of the shot noise. (b) Calculate 
the power level P at which the rms signal level from the antenna becomes equal 
to the rms value of the antenna’s thermal noise. (c) How do these power levels 
(sensitivities) for the photodetector and the antenna compare? 

3.4 Shot Noise. The current produced by a p-i-n photodetector contains shot noise 
because the current consists of a stream of randomly generated, point-like, 
charged particles (electrons). (a) Does a battery loaded by a resistor also pro- 
duce shot noise? (b) Explain the answer! 

3.5 Amplified Shot Noise. An APD with deterministic amplification (every pri- 
mary camer generates precisely M secondary carriers) produces the mean- 
square noise i;,,,, = M 2  . 2qIplN . BW,, (Eq. (3.10)). Now, we could argue 
that the DC current produced by the APD is MIPIN and thus the associated 
shot noise should be i:,, = 2q . ( M I P I N )  . BW,,. What is wrong with the 
latter argument? 

- 

- 

TEAM LinG



PROBLEMS 43 

3.6 Optically Preamplified p-i-n Detector. The following equation for the 
noise produced by an optically preamplified p-i-n photodetector receiving the 
continuous-wave input power P is given in [5]: 

Explain the origin of each term in this equation. 

3.7 Optical Signal-to-Noise Ratio. Equations (3.16) and (3.17) state the relation- 
ship between SNR and OSNR for a continuous-wave signal with power Ps.  
How does this expression change for a DC-balanced ideal NRZ-modulated 
signal with high extinction and an average power &? 

3.8 Noise Figure of an Optical Amplifier. (a) Derive the equation for the noise 
figure of an optical amplifier, Eq. (3.22), but also include the effect of the shot 
noise caused by the signal current (cf. Problem 3.6). (b) What would that noise 
figure be, if we could build an optical amplifier free of ASE noise? 

3.9 Noise Figure of a Fiber. (a) Calculate the noise figure F of an optical fiber 
with loss 1 /C. (b) Calculate the noise figure F of an optical system consisting 
of an optical fiber with loss 1 / G I  followed by an EDFA with gain G2 and noise 
figure F2, (c) Calculate the noise figure F of an optical system with n segments, 
where each segment consists of an optical fiber with loss 1/G followed by an 
EDFA with gain G and noise figure F2. 
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4 
Receiver Fundamentals 

In this chapter, we present the optical receiver at the system level. The terminology 
and concepts introduced here will simplify the discussion in later chapters. In the 
following, we analyze how noise in the receiver causes bit errors. This leads to the 
definition of the receiver sensitivity. After introducing the concept of power penalty, 
we study the impact of the receiver’s bandwidth and frequency response on its per- 
formance. The adaptive equalizer, used to mitigate distortions in the received signal, 
is covered briefly. We then turn to other receiver impairments such as nonlinearity 
(in analog receivers), jitter, decision threshold offset, and sampling time offset. We 
conclude with a brief description of forward error correction, a technique that can 
improve the receiver performance dramatically. More information on receiver theory 
can be found in [6,42,83]. 

4.1 RECEIVER MODEL 

The basic receiver model used in this chapter is shown in Fig. 4.1. It consists of (i) a 
photodetector model, (ii) a linear channel model that comprises the transimpedance 
amplifier (TIA), the main amplifier (MA), and optionally a low-pass filter, and (iii) a 
binary decision circuit with a fixed threshold (VDTH). Later in the Sections 4.7,4.10, 
and 4.11 we extend this basic model to include an adaptive equalizer, an adaptive 
decision threshold, and a multilevel decision circuit, respectively. 

The detector model consist of a signal current source i p g  and a noise current source 
in.pD. The characteristics of  these two current sources were discussed in Chapter 3 
for the p-i-n photodetector, the avalanche photodetector (APD), and the optically 
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Fig. 4.7 Basic receiver model. 

preamplified p-i-n detector. In all cases, we have found that the signal current is 
linearly related to the received optical power and that the noise current spectrum is 
approximately white and signal dependent. 

The linear channel can be modeled with a complex transfer function H (f) that 
relates the amplitude and phase of the output voltage ug to those of the input cur- 
rent i p g .  This transfer function can be decomposed into a product of three transfer 
functions: one for the TIA, one for the filter, and one for the MA. But for now, we 
are concerned with the receiver as a whole. The noise characteristics of the linear 
channel are modeled by a single noise current source in,amp at the input of the chan- 
nel.' The noise spectrum of this source is chosen such that after passing through the 
noiseless channel H ( f ) ,  it produces the output noise spectrum of the actual noisy 
channel. In practice, the linear-channel noise in.amp is determined almost completely 
by the input-referred noise of the TIA, which is the first element of the linear channel. 
Therefore, we also call this noise the ampliJer noise. It is important to distinguish 
the different characteristics of the detector and amplifier noise: 

0 The detector noise, in.pD, is nonstationary (the rms value is varying with the 
bit value) and white (frequency independent) to a good approximation. Thus, 
the power spectral density (or power spectrum for short) of the detector noise 
must be written as a function of time: 

Z&D(f, t )  - bit-value(t). (4.1) 

0 The amplifier noise, in.amp, is stationary (the rms value is independent of time) 
and usually is not white. In Section 5.2.3, we calculate the spectrum of this noise 
source (Eqs. (5.37), (5.40), and (5.41)) and we see that its two main components 
are a constant part (white noise) and a part increasing with frequency like f2. 
This is the case no matter if the receiver is built with an FET or BJT front- 
end. The power spectrum of the amplifier noise therefore can be written in the 
general form 

(4.2) 2 zn.amp(f) = a0 + a2f2 + . . . . 

'Note that as a result of modeling the amplifier noise with only a single noise current source. rather than 
a noise current and noise voltage source, the value of in,amp becomes dependent on the photodetector 
impedance, in particular its capacitance. 
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The last block in our receiver model, the decision circuit, compares the output 
voltage from the linear channel, uo, with a fixed threshold voltage, VDTH. If the 
output voltage is larger than the threshold, a one bit is detected; if it is smaller, a zero 
bit is detected. Note that in contrast to the linear channel, this block is nonlinear. 
The comparison in the decision circuit is triggered by a clock signal, which typically 
is provided by a clock-recovery circuit. 

At this point, you may wonder how appropriate a linear model for the TIA and 
MA really is, in particular if the MA is implemented as a limiting amplifier, which 
becomes strongly nonlinear for large input signals. Fortunately, the receiver's own 
noise as well as the signal levels at the sensitivity limit usually are so small that we 
don't have to worry about nonlinearity and limiting. Thus, for the subsequent noise 
and sensitivity calculations, a linear model is appropriate. 

4.2 BIT-ERROR RATE 

The voltage uo at the output of the linear channel is a superposition of the desired 
signal voltage us and the undesired noise voltage un (uo = vs+u,,). The noise voltage 
u,,, of course, is caused by the detector noise and the amplifier noise. Occasionally, 
the instantaneous noise voltage un ( t )  may become so large that it corrupts the received 
signal us( t ) ,  leading to a decision error or bit error. In this section, we first calculate 
the rms value of the output noise voltage, uLm", and then derive the bit-error rate, BER, 
caused by this noise. 

Output Noise. The output noise power can be written as a sum of two compo- 
nents, one caused by the detector and one caused by the linear channel (amplifiers). 
Let's start with the amplifier noise, which is stationary and therefore easier to deal 
with. Given the input-referred power spectrum I i , a m p ( f )  for the amplifier noise and 
the transfer function of the linear channel H ( f ) ,  we can easily calculate the power 
spectrum at the output: 

Note that to avoid cluttered equations, we omit indices distinguishing input and output 
quantities. This can be done without ambiguity because we know from our model 
that a current indicates an input signal to the linear channel and a voltage indicates 
an output signal from the linear channel. Integrating the noise spectrum in Eq. (4.3) 
over the bandwidth of the decision circuit, BWD, gives us the total noise power due 
to the amplifier experienced by the decision circuit: 

(4.4) 

This equation is illustrated by Fig. 4.2. The input noise spectrum, I:, which increases 
with frequency as a result of the f component, is shaped by the I H ( f ) I 2  frequency 
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response, producing an output spectrum, V:, which rolls off rapidly at high frequen- 
cies. Because of the rapid rolloff, the precise value of the upper integration bound 
(BWD) is uncritical and sometimes is set to infinity. 

Detector Linear Channel Decision Ckt. 
---------I I 

Fig. 4.2 Calculation of the total output-referred noise. 

Next, we have to deal with the nonstationary detector noise. Visualize the input 
noise spectrum, Z:.pD(f, t ) ,  as a two-dimensional surface located above the time and 
frequency coordinates. It can be shown [83] that this two-dimensional spectrum is 
mapped to the output of the linear channel as follows: 

I / n . p D ( f ,  r )  = H ( f )  . / Z&(f, t - t’) . h(t’) . e.i2sf ‘’ dt’, (4.5) 

where h ( t )  is the impulse response of the linear channel. This means that the spectrum 
not only gets “shaped” along the frequency axis, but it also gets “smeared out” along 
the time axis! Potentially, this is a complex situation, because the output noise during 
the nth bit period depends not only on the input noise during this same period, but also 
depends on the input noise during all the previous bits. In some texts, this complex 
noise analysis is camed out to the full extent [6, 127, 1771. However, here we take 
the easy way out and assume that the input noise varies slowly compared with the 
duration of the impulse response h ( t ) .  Under these circumstances, Eq. (4.5) can be 
simplified to the form of Eq. (4.3), with the difference that the spectra are now time 
dependent. Thus, the total output noise power due to the photodetector is 

00 
2 

-co 

For systems using on-off keying (OOK), this time-dependent output noise power can 
be described by just two values, one during the reception of zeros and one during the 
reception of ones. [+ Problem 4.11 

The rms noise at the output of the linear channel due to both noise sources is 
obtained by adding the (uncorrelated) noise powers given in Eqs. (4.4) and (4.6) 
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under the square root: 

Uil ""(t) = Jm 
(4.7) 

= / L B W D  IH(f)I2 . ";.po(f ,  f) + m2.amp(f)l df. 

Again, for OOK systems, this time-dependent noise can be described by two values: 
uiy for the zeros and un"l;" for the ones. 

Signal, Noise, and Bit-Error Rate. Now that we have derived the value of the 
output rms noise, how is it related to the bit-error rate? Figure 4.3 illustrates the 
situation at the input of the decision circuit, where we have the non-return-to-zero 
( N U )  signal us(r)  with a peak-to-peak value 4' and the noise u n ( t )  with an rms 
value u y  . For now, we assume that the NRZ signal is free of distortions (intersymbol 
interference) and that the noise is Gaussian and signal independent (later we will 
generalize). The noisy signal is sampled at the center of each bit period (vertical 
dashed lines), producing the statistical distributions shown on the right-hand side. 
Both distributions are Gaussian and have a standard deviation that is equal to the rms 
value of the noise voltage, u y ,  which we calculated in Eq. (4.7). 

Bit 

I I I I I I  

NRZ Signal + Noise Noise Statistics 

Fig. 4.3 Relationship between signal, noise, and bit-error rate. 

The decision circuit determines whether a bit is a zero or a one by comparing 
the sampled output voltage u g  with the threshold voltage VDTH, which is located 
at the midpoint between the zero and one levels. Note that aligning the threshold 
voltage with the crossover point of the two distributions produces the fewest bit errors 
(assuming equal probability for zeros and ones). Now we can define the bit-error 
rule (BER) as the probability that a zero is misinterpreted as a one or that a one is 
misinterpreted as a zero.* 

Given the above model, we can now derive a mathematical expression for the BER. 
The error probabilities are given by the shaded areas under the Gaussian tails. The 

*In fact, the term hit-error rute is misleading because it suggests a measurement of bit errors per time 
interval. A more accurate term would be hit-error prohahilip or hit-error ratio, however, because of the 
widespread use of the term hit-error rute. we stick with it here. 
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area of each tail has to be summed with a weight of 1/2 because zeros and ones are 
assumed to occur with probability 1/2. Because the two tails are equal in area, we 
can calculate just one of them: 

where Gauss@) is the normalized Gaussian distribution (average = 0, standard devi- 
ation = l). The lower bound of the integral, &, is the difference between the one (or 
zero) level and the decision threshold, 4p/2, normalized to the standard deviation 
v , y  of the Gaussian distribution. Note that this value is the starting point of the 
shaded tail in normalized coordinates. The & parameter, also called the Personick 
Q,3 is a measure of the ratio between signal and noise (but there are some subtle 
differences between Q and the signal-to-noise ratio [SNR], as we will discuss later). 
The integral in the above equation can be expanded and approximated as follows: 

O0 Y2 
Gauss(x) dx = - / e - r  dx 

(4.9) 
& e  

=-edc(-$)i;-. 1 1 exp(-Q2/2) 

/ew 

2 & 

The approximation on the far right is correct within 10% for Q > 3. The precise 
numerical values for the integral are listed in Table 4.1 for some commonly used 
BER values. 

Table 4.7 Numerical relationship between Q and bit-error rate. 

Q BER Q BER 

0.0 1 /2 5.998 10-9 
3.090 1 0 - ~  6.361 10-10 

3.719 I 0-4 6.706 lo-" 
4.265 10-5 7.035 10-12 
4.753 10-6 7.349 10-13 

5.199 7.651 10-14 
10- 15 5.612 10-8 7.942 

A Generalization: Unequal Noise Distributions. We now drop the assumption 
that the noise is signal independent. We know that the noise on the ones is larger than 
the noise on the zeros in applications where the detector noise is significant compared 

3Note that the Personick Q is different from the Q-function, Q ( x ) ,  used in some texts [136]. In  fact, the 
Personick Q corresponds to the argument. x, of the Q-function. 
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with the amplifier noise, that is, for receivers with an optically preamplified p-i-n 
detector or an APD (and also in optically amplified lightwave systems, as we will see 
later). Given the simplified noise model introduced earlier, the rms noise alternates 
between the values v:; and v:.~;, depending on whether the received bit is a zero or 
a one. In terms of the noise statistics, we now have two different Gaussians, one for 
the zeros with the standard deviation u;$! and a wider, lower one for the ones with the 
standard deviation u:;. Calculating the crossover point for the optimum threshold 
voltage and integrating the error tails yields [5] 

Of course, this equation simplifies to Eq. (4.8) for the case of equal noise distributions, 
vLm5 = v:; = u::. [-+ Problem 4.21 

Signal-to-Noise Ratio. The term signal-to-noise ratio (SNR) often is used in a 
sloppy way; any measure of signal strength divided by any measure of noise may 
be called SNR. In this sense, the Q parameter is an SNR, but in this book we use 
the term SNR in a precisely defined way. We define SNR as the mean-jree average 
signal power divided by the average noise power.4 The SNR can be calculated in 
the continuous-time domain, before the signal is sampled by the decision circuit, or 
in the sampled domain (cf. Fig. 4.4). Note that in general these two SNR values are 
not equal. Here we calculate the continuous-time SNR the mean-free average signal 

power is calculated as vg( t )  -vs(t> , which is (4p/2)2 for a DC-balanced - -  ideal NRZ 

signal. Thenoisepoweriscalculated as v i ( t ) ,  whichcan be written 1 /2 . (~~,~+21,2 ,~) ,  
given equal probabilities for zeros and ones. Thus, the SNR follows as 

- 2 

- 

(4.11) 

Comparing Eqs. (4.10) and (4.1 l), we realize that we cannot simply convert Q into 
SNR, or vice versa, without additional knowledge of the noise ratio v , ~ ~ / u ~ ~ .  How- 
ever, there are two important special cases: (i) if the noise on the zeros and ones is 
equal (additive noise, i.e., noise dominated by the amplifier) and (ii) if the noise on 
the ones is much larger than on the zeros (multiplicative noise, i.e., noise dominated 

41n some books on optical communication [5, 1681, SNR is defined as the peuk signal power divided 
by the average noise power. Here we define SNR based on the averuge power to be consistent with the 
theory of communication systems. Furthermore, the signal power is - defined as meamfree, that is, the 

power of the mean signal m2 is subtracted from the total power u?j(t) when computing the signal 
power to avoid a dependence of the signal power on biaqing conditions. However. there is one important 
exception: if the signal is constant (unmodulated, continuous wave), the mean power is nor subtracted, 
or else the signal power would vanish. Cf. the SNR calculations in Sections 3.1 and 3.3 where the signal 
was a continuous wave, The noise voltage un ( t )  is mean free by definition and thus the noise power is 
automatically mean free. 
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by the detector or optical amplifiers): 

SNR = Q2, if urns n.1 = Un.0 m.7 (4.12) 

SNR = 112. Q ~ ,  if VT >> v;?. (4.13) 

For example, to achieve a BER of ( Q  = 7.0), we need an SNR of 16.9 dB in 
the first case and 13.9dB in the second case. [+ Problems 4.3,4.4,4.5, and 4.61 

At this point, you may wonder if you should use 10 log Q or 20 log Q to express 
Q values in dB. The above SNR discussion suggests 20 log Q (= 10 log Q2). But an 
equally strong argument can be made for 10 log Q (for example, look at Eq. (4.20) in 
the next section). So, my advice is to use Q on a linear scale whenever possible. If 
you must express Q in dBs, always clarify whether you used 10 log Q or 20 log Q as 
the conversion rule. 

SNR for TV Signals. Although our focus here is on digital transmission systems 
based on OOK, it is instructive to compare them with analog transmission systems. An 
example of such an analog system is the CATVMFC system, where multiple analog 
or digital TV signals or both are combined by means of subcanier multiplexing 
(SCM) into a single analog signal, which is then transmitted over an optical fiber 
(cf. Chapter 1). To provide a good picture quality, this analog signal must have a much 
higher SNR than the 14 to 17 dB typical for an NRZ signal. To be more precise, we 
should use the term currier-to-noise ratio (CNR) rather than SNR: cable-television 
engineers use the term CNR for RF-modulated signals such as the TV signals in an 
SCM system and reserve the term SNR for baseband signals such as the NRZ signal 
[23]. For an analog TV channel with AM-VSB modulation, the National Association 
of Broadcasters recommends CNR > 46 dB. For a digital TV channel with QAM-256 
modulation and forward error correction (FEC), typically CNR > 30 dB is required. 

And then there is Eh/No. There is yet another SNR-like quantity called EhINo, 
often pronounced “ebno.” Sometimes this quantity also is referred to as SNR per bit. 
EbINo is mostly used in wireless applications, but occasionally, it appears in the op- 
tical communication literature, especially when error-correcting codes are discussed. 
It therefore is useful to understand what it means and how it relates to Q, SNR, and 
BER. Eh is the energy per information bit and NO is the (one-sided) noise power 
spectral density. The EhINo concept applies to signals with white noise where the 
noise spectral density can be characterized by the single number NO. This situation is 
most closely approximated at the input of the receiver as shown in Fig. 4.4, before any 
filtering is performed, and the noise can be assumed to be approximately white (not 
necessarily a good assumption for optical receivers, as we have seen). Obviously, 
the SNR at this point is zero because the white noise has an infinite power; however, 
EbINo has a finite value. As we know, after the band-limiting linear channel. we can 
calculate a meaningful SNR and Q value as indicated in Fig. 4.4. 

The energy per bit is the average signal power times the bit interval. Let’s assume 
that the midband gain of the linear channel is normalized to one and that the linear 
channel only limits the noise but does not attenuate the signal power. We thus can 
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Square Linear Decision 
Detection Channel Circuit 

OSNR WNO SNR Q,SNR BER 

Fig. 4.4 Various performance measures in an optical receiver. 

relate the average energy per information bit to the signal voltage at the decision 

circuit as Eh = (v;( t )  - vs(t> ) . T', where T' is the duration of the information bit. 
For a DC-balanced ideal NRZ signal, this can be shown to be Eb = ($/2)* . T'. 
Why this emphasis on information bit? Because the transmission system may use a 
coding scheme such as 8B10B, where groups of 8 information bits are coded into 10 
bits before they are transmitted over the fiber. In this case, the period of an information 
bit is somewhat longer than period of a channel bit. Mathematically, we can write 
T' = T / r  = l / ( r  . B ) ,  where B is the channel bit rate and r is the so-called code 
rate; for example, the code rate for the 8B10B code is r = 0.8. Next, how is No 
related to the rms noise at the decision circuit? Assuming additive white noise with 
the power spectral density No at the input, we can calculate the noise voltage at the 
decision circuit as (u,"")~ = NO . BW,, where BW, is the noise bandwidth of the 
linear channel. Dividing Eb and NO reveals the following relationship with &: 

- 2 

(4.14) 

Thus, &/No is equal to Q2 scaled by the ratio of the noise bandwidth and the infor- 
mation bit rate. The latter ratio is related to the spectral efficiency of the modulation 
scheme. Thus, the main difference between Eh/No and Q (or SNR) is that &,/No 
takes the spectral efficiency of the modulation scheme into account. In texts on com- 
munication systems and forward error correction, it usually is assumed that a matched 
filter receiver is used. For NRZ modulation, this means that the noise bandwidth is 
half the bit rate, BW,, = B / 2  (cf. Section 4.6), leading to the simpler relationship 

Ei, &' 
NO 2 r '  
_ -  -- (4.15) 

For example, to achieve a BER of (& = 7.0) without coding ( r  = l),  we 
need &/No = 13.9dB, whereas with 8BlOB coding ( r  = 0.8), we would need 
&/No = 14.9dB. [+ Problem 4.71 

We conclude that if we assume DC-balanced NRZ modulation with no coding, 
signal-independent white noise, and a matched filter receiver, then &/No is always 
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3 dB lower than the Q parameter, where the dB value of the latter is calculated as 
20 log Q. 

BER, Q, SNR, OSNR, Eh/No, and All the Rest of It. By now you have realized 
that there is a bewildering variety of SNR-like quantities out there and it is time to 
put them in perspective (see Fig. 4.4). The primary performance measure in a digital 
communication system is the BER, which is measured at the output of the decision 
circuit. To design and test the system, we would like to relate the BER to quantities 
that can be measured in other parts of the system. The first and most direct predictor 
of BER is the Q parameter, which is determined from the sampled values at the input 
of the decision circuit. To calculate the BER from Q, we have to assume only that the 
noise is Gaussian, that the signal has two levels that are used with equal probability, 
and that the decision threshold is set to its optimum value. In particular, we do not 
need to make any assumptions about the spectral distribution and additiveness of the 
noise, neither does the shape and duration of the data pulses matter (e.g., NRZ vs. 
RZ modulation). This makes Q an excellent performance measure and should be 
used whenever possible. The sampled SNR measured at the input of the decision 
circuit is another, less direct predictor of the BER. To calculate the BER from the 
sampled SNR, we need additional information about the relative strength of the noise 
on the zeros and ones. To calculate the BER from the continuous-time SNR, we need 
additional knowledge of the shape of the data pulses. To calculate the BER from the 
&/No,  which is measured at the input of the receiver, we need additional knowledge 
of the receiver’s noise bandwidth and code rate.5 Finally, to calculate the BER from 
the optical signal-to-noise ratio (OSNR), which is measured in the optical domain, 
we also need additional knowledge of the receiver’s noise bandwidth. We discuss the 
effect of OSNR on the BER in the next section. 

4.3 SENSITIVITY 

Rather than asking “What is the bit-error rate given a certain signal level?,” we could 
ask the other way round, “What is the minimum signal level needed to achieve a given 
bit-error rate?’ This minimum signal, when referred back to the input of the receiver, 
is known as the sensitivity. The sensitivity is one of the key characteristics of an 
optical receiver. It tells us to what level the transmitted signal can become attenuated 
by the fiber and still be detected reliably by the receiver. Sensitivity can be defined 
in the electrical as well as the optical domain, as we will see next. 

Definitions. The electrical receiver sensitivity, if&, is defined as the minimum 
peak-to-peak signal current at the input of the receiver necessary to achieve a specified 

51n the literature on communication systems, it often is said that “ E / , / N o  uniquely determines the BER for 
a particular modulation scheme,” in apparent contradiction to what we are saying here. However. note that 
the above statement rests on many implicit assumptions such as additive white Gaussian noise, a signal 
without intersymbol interference ( I S ) ,  a matched filter receiver with optimum threshold, and no coding. 
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BER (i& = ig' @ BER). The current swing i!' at the input of the linear channel 
causes the output voltage swing 4' = HO . i;', where HO is the midband value of 
H ( f )  (see Fig. 4.2). We thus can derive the electrical sensitivity by solving Eq. (4.8) 
for 4' and dividing by Ho: 

(4.16) 

Before continuing, it is useful to define the input-referred rms noise as the rms noise 
at the output of the linear channel divided by Ho: 

(4.17) 

Now with this definition in hand, we can rewrite the electrical sensitivity Eq. (4.16) 
in the more compact form 

iP1' sens - - 2 Q ,  inns I1 . (4.18) 

For example, given an input-referred rms noise of 380nA and a required BER of 
lo-'*, the electrical sensitivity is about 14.07.380nA = 5.3 PA. In a situation with 
different amounts of noise on the zeros and ones, we can use Eq. (4.10) to obtain the 
more general electrical sensitivity expression 

iPP sens - - Q .  (inn" n.0 + ii?) ' (4.19) 

where ir! = v L y / H o  is the input-referred rms noise for zero bits and i:? = u,y;/ Ho 
is the input-referred rms noise for one bits. Finally, it should be noted that the above 
sensitivity expressions assume an ideal slicer with an optimally set decision threshold 
(same assumptions as for Eqs. (4.8) and (4.10)). A nonideal slicer will degrade 
the sensitivity. 

The optical receiver sensitivity, ,en, , is defined as the minimum - optical power, 
averaged over time, necessary to achieve a specified BER (Fqens = Ps @ BER). For 
a DC-balanced signal with high extinction,6 we have 7s = igp/2, and with Eq. (3.2), 
we find & = i gp / (2R) ,  where R is the responsivity of the photodetector. Thus, the 
oDtical sensitivitv is 

(4.20) 

or more generally, 

(4.21) 

Again, an ideal slicer is assumed. For example, given an input-referred rms noise of 
380nA, a responsivity of 0.8A/W, and a required BER of the optical sensi- 
tivity is about 7.035.380nA/(0.8A/W) = 3.33 pW, corresponding to -24.8dBm. 

6The optical receiver sensitivity defined in regulatory standards usually assumes the worst permissible 
extinction ratio. This leads to a lower sensitivity than derived here. More on this in Section 7.1. 
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Note that the optical sensitivity is based on the average signal value, whereas the 
electrical sensitivity is based on the peak-to-peak signal value. As a result, the opti- 
cal sensitivity depends on the pulse width of the optical signal. As we have said, the 
average current for a DC-balanced NRZ signal is is = igp/2, but for a return-to-zero 
(Rz) signal with 50% duty cycle, the average current reduces to is = igp/4. This 
means that given an RZ and NRZ receiver with identical electrical sensitivities, the 
optical sensitivity of the RZ receiver will be 3 dB better than that of the NRZ receiver. 
[+ Problem 4.81 

Sometimes, the optical sensitivity for a receiver with an ideal photodetector is 
given. This sensitivity is designated by qFSen, and is useful to compare the electrical 
performance of different receivers while excluding the quantum efficiency v of the 
photodetector. With Eqs. (4.20) and (3.2), we can express this sensitivity as 

or more generally as 

(4.22) 

(4.23) 

For example, given an input-referred rms noise of 380 nA, a wavelength of 1.55 Fm, 
and a required BER of lo-'', the optical sensitivity for a receiver with an ideal 
photodetector is about 7.035 . 380nA/(1.25 A/W) = 2.13 pW, corresponding to 
-26.7 dBm. 

Dynamic Range. As we have seen, for very weak signals, random noise at the 
receiver causes bit errors. For very strong signals, effects such as pulse-width dis- 
tortion and data-dependent jitter cause bit errors as well. Thus, besides the lower 
signal level, known as the sensitivity or the sensitivity limit, there is an upper signal 
level, known as the overload limit, beyond which the required BER cannot be met. In 
analogy to the sensitivity, we define the input overload current, i:!,, as the maximum 
peak-to-peak signal current for which a specified BER can be achieved. Similarly, 
we define the optical overload power, Fo,l, as the maximum time-averaged optical 
power for which a specified BER can be achieved. 

The dynamic range of a receiver is defined at its lower end by the sensitivity limit 
and at its upper end by the overload limit. Thus, the electrical dynamic range is 
if[ns . . . izr[, whereas the optical dynamic range is Fsens . . . Povl. 

- 

Reference Bit-Error Rates. When specifying a (electrical or optical) receiver sen- 
sitivity, we must do so with respect to a reference BER. The following BER values are 
commonly used for this purpose: the SONET OC-48 standard (2.5 Gb/s) requires a 
system bit-error rate of 5 lo-'', which corresponds to Q 3 6.4. The faster SONET 
OC-192 standard (I0 Gb/s) is tougher and requires a system bit-error rate of 5 
corresponding to Q 3 7.0. Component manufacturers usually aim at even lower 
BERs, such as (Q 2 7.9), to meet the system BERs quoted above. 
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At very low BERs, such as it becomes very time consuming to perform an 
accurate BER measurement. For example, to collect 10 errors at a BER of and 
a bit rate of 10Gb/s, we have to wait on average for lo6 seconds, which amounts to 
12 days! Then there is the question: "Are 10 errors enough?' If we assume that the 
error statistics follow a Poisson distribution, then for n collected errors, the standard 
deviation is ,h. Thus, for 10 collected errors, the standard deviation is 3.2, meaning 
that we have a 32% uncertainty; for 100 errors, this uncertainty reduces to lo%, and 
so forth. 

Sensitivity Analysis Based on Amplifier Noise Only. Let's carry out some nu- 
merical calculations to get a feeling for optical sensitivity values. For these first calcu- 
lations, we ignore the detector noise and use Eq. (4.20) with ip" = iF:mp to estimate 
the sensitivity based on the amplifier noise only. The input-referred amplifier noise 

Alternatively, the input-referred noise can be obtained directly from the input-referred 
noise spectrum, but these calculations are not trivial and we spend all of Section 4.4 
discussing how to do that. Now, assuming i,Timp is given, the sensitivity for a receiver 
with a p-i-n photodetector is simply 

i n.amp rms is defined, as we have seen, in terms of the output noise: i;ymp = vF&,,/Ho. 

(4.24) 

The APD has an M times higher responsivity, which leads to an M-fold improvement 
in the receiver sensitivity: 

(4.25) 

Similarly, the optically preamplified p-i-n detector (OA + p-i-n) has a C times higher 
responsivity, which leads to a C-fold improvement in the receiver sensitivity: 

(4.26) 

For our numerical calculations we use the typical input-referred rms noise val- 
ues i;ymp = 380 nA at 2.5 Gb/s and 1.4 WA at 10 Gb/s, which are based on the 
TIA noise data from Section 5.1.4. We continue to use the typical detector values 
(R = 0.8 A/W, M = 10, G = 100) introduced in Chapter 3 and we choose the 
reference BER to be 1 O-'*. The resulting approximate sensitivity values for all three 
detector types are listed in Table 4.2. We see how the sensitivities improve in propor- 
tion to the detector responsivities as we go from the p-i-n detector to the APD and 
finally to the optically preamplified p-i-n detector. [-t Problem 4.91 

How important is a 1 -dB difference in sensitivity? Is it worth a lot of trouble to 
improve the sensitivity by a single dB? In a system without optical in-line amplifiers 
(or regenerators), a 1 -dB improvement in sensitivity means that the reach is extended 
by 4 km. This is so simply because the attenuation of a fiber at 1.55 p m  is about 
0.25 dB/km. A 4-km extension is quite significant and this is why system designers 
usually care about small sensitivity improvements (or degradations) such as 0.05 dB. 
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Table 4.2 Approximate receiver sensitivities at BER = lo-" for various photodetectors. 
Only the amplifier noise is considered. 

Parameter Symbol 2.5 Gb/s 10 Gb/s 

Input rms noise due to amplifier ',.amp . i l n S  380 nA 1.4 pA 
Input signal swing for BER = lo-'' i" sens 5.3 PA 19.7 pA 

Psens.pl~ -24.8dBm -19.1 dBm Sensitivity of p-i-n receiver 
P s e n s . ~ p ~  -34.8 dBm -29.1 dBm Sensitivity of APD receiver 

Sensitivity of OA + p-i-n receiver Psens,OA -44.8 dBm -39.1 dBm 

- 
- 
- 

Sensitivity Analysis Including Detector Noise. In the following, we repeat the 
sensitivity calculations from before, but this time taking the detector noise into ac- 
count. This exercise shows us the relative significance of the detector noise. Now, 
because of the detector's signal-dependent noise, we have to consider two differ- 
ent noise values, - one for the - noise-on the zeros - and one for the noise on the ones: 

zn.PIN,OI, is defined, as we have seen, as the output noise power due to the detec- 

tor divided by Hi. Alternatively, this input-referred noise can be obtained from the 
input-referred power spectrum. Because the latter is approximately white, this can 
be accomplished easily by multiplying the spectrum with the noise bandwidth of the 
linear channel, BW, (we show why in Section 4.4). This is exactly what we did to 

obtain i;,plN,o and ij.plN,, in Eqs. (3.6) and (3.7), respectively. By inserting the noise 

- -  
1,- .2 - - i,.plN.o .2  + in,amp 2 and in.,  2 = i2 + i:,amp. The input-referred detector noise 
- 
.2 

- - 

expressions i;? = iiymp and in , j  rms - - ,/44RFqens . BW, + (ip?mp)2 into Eq. (4.21) 

and solving for Z e n $ ,  we can derive the sensitivity of a p-i-n receiver: 

(4.27) 

The first term of this equation is caused by the amplifier noise and is identical to 
Eq. (4.24); the second term is caused by the shot noise of the p-i-n photodetector. 
Using the APD noise expressions Eqs. (3.12) and (3.13), we can derive the sensitivity 
of an APD receiver: 

1 Q. j - . '  Q2.4 .BW, ,  
(4.28) ,.amp 

Psens.APD = - ' + F .  . 
M R  

Finally, the sensitivity of a receiver with an optically preamplified p-i-n detector (OA 
+ p-i-n) can be derived from Eqs. (3.20) and (3.21): 

- 

(4.29) 

Comparing these three equations, we observe that the first term, which contains the 
amplifier noise, is suppressed with increasing detector gain (p-i-n 3 APD -+ OA + 
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p-i-n). The second term, caused by the detector noise, however, grows proportional to 
the noise figure (or excess noise factor) of the detector. [-t Problems 4.10 and 4.1 11 

Now let's evaluate these equations for the typical detector values introduced in 
Chapter 3 (APD: F = 6 corresponding to 7.8dB; OA + p-i-n: = 0.64, F = 3.16 
corresponding to 5 dB). With these numbers and assuming that the noise bandwidth 
is 75% of the bit rate, we obtain the sensitivity numbers shown in Table 4.3. When 
comparing these numbers with the approximations in Table 4.2, we note the following: 
the sensitivities for the p-i-n receiver hardly changed at all, which means that the shot 
noise contributed by the p-i-n photodiode is negligible compared with the amplifier 
noise. The sensitivities for the APD receiver degraded by a little more than 1 dB, 
which means that neglecting the noise of the APD gets us only a rough sensitivity 
estimate. The sensitivities for the receiver with optically preamplified p-i-n detector 
degraded by about 3 to 4dB, that is, we definitely need to include the noise of the 
optical amplifier when calculating the sensitivity of such a receiver. 

Table 4.3 Receiver sensitivities at BER = lo-'* for various photodetectors. Amplifier and 
detector noise is considered. 

Parameter Symbol 2.5 Gb/s 10 Gb/s 

Input rms noise due to amplifier i n,amp rm5 380 nA 1.4 p A  
psens. PIN -24.7dBm -19.1 dBm Sensitivity of p-i-n receiver 
P s e n s . ~ p ~  -33.5 dBm -27.8 dBm Sensitivity of APD receiver 

Sensitivity of OA + p-i-n receiver Psens.OA -41.5 dBm -35.6dBm 

- 
- 
- 

BER Plots. The performance of an optical receiver is best characterized by mea- 
suring the BER as a function of the received power and then plotting one against 
the other. These plots, known as BER plots, are in widespread use in the optical 
communication literature. 

What do we expect these plots to look like? For a p-i-n receiver, operated well 
below its overload limit, we expect that the curves should follow the theoretical result 
in Eq. (4.27). Furthermore, neglecting the shot noise term, we expect that the Q 
parameter, corresponding to the measured BER, should be linearly related to the 
received optical power F , .  It thus is convenient to use coordinates (or graph paper) 
in which this relationship is represented by a straight line. One possibility, illustrated 
by Fig. 4.5, is to choose -Q for the y-axis and p, for the x-axis (note that choosing 
-Q for y makes BER increase with y). To make the graph more legible, we may still 
label the y-axis in BER units, but note that these labels are distorted by the erfc(-) 
function. Alternatively, if we prefer to represent the power in dBm rather than in 
mW, we can choose -10 log Q for the y-axis and 10 logF .  (the power in dB) for the 
x-axis. The linear relationship between Q a n d F .  is still represented by a straight line 
in these logarithmic coordinates. Figure 4.6 shows an example of this type of BER 
plot. Note that both BER plots describe the same receiver with the same sensitivity. 
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Fig. 4.5 BER plot in the linear (p., -Q) coordinate system. For small power values, the 
plot follows a straight line down to BER = where the sensitivity is 1 pW. 
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Fig. 4.6 BER plot in the ( I  0 log Fs, - 10 log Q) coordinate system. For small power values, 
the plot follows a straight line down to BER = where the sensitivity is -30dBm. 
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Data points plotted on these graph papers can easily be extrapolated down to 
very low BERs. For example, Figs. 4.5 and 4.6 show how measured data points 
at BER = lo-?, can be extrapolated down to lo-’’, revealing a 
sensitivity of 1 pW (or -30dBm) at this reference BER. Such extrapolations are 
very convenient because they save a lot of time taking measurements. However, the 
result is only correct if the receiver noise closely follows a Gaussian distribution over 
a range of many sigmas and if there is no significant increase in noise at high received 
power levels. But we already know that the signal-dependent noise in APD receivers 
and optically preamplified systems produces a Q2 term (cf. Eqs. (4.28) and (4.29)), 
which effectively makes the BER curve flatten out at high power levels. In the extreme 
case, the BER curve may become completely flat, which means that even for a very 
high received power, the BER never goes below a certain value, the so-called B E R  
Jloor. Note that an extrapolation would go right past this floor and predict an overly 
optimistic BER! Moreover, at very high power levels, the receiver front-end tends to 
overload, which means that the signal is distorted so severely that the BER increases 
rapidly with 7.. Figures 4.5 and 4.6 show BER plots that have a BER floor at 
and an optical overload power of 1 mW (or OdBm); the dynamic range, defined by 
the sensitivity and overload limits, also is shown. 

BER plots, like the ones in Figs. 4.5 and 4.6, also are a very useful diagnostic 
tool. For example, from a few measured data points, we can see if the data follow a 
straight line or if there is a bend, which may indicate a BER floor. From the slope 
of the curve in the linear BER plot, we can infer the amplifier noise iAymp (assuming 
R is known), and from a horizontal shift away from the point ( 7 s  = 0, BER = OS), 
we can infer an offset problem, and so forth. Note that BER plots don’t necessarily 
have to be a function of received optical power, as in our examples, but also can be a 
function of the input current (for TIAS) or the input voltage (for MAS). 

and 

Optimum APD Gain. We saw in Section 3.2 that there must be an optimum APD 
gain, because the avalanche gain M can be increased only at the expense of a higher 
excess noise factor F ,  as given by Eq. (3.11). Now with Eq. (4.28) for the APD 
receiver sensitivity, we can derive a mathematical expression for the optimum APD 
gain, MOPt, that yields the best sensitivity. Intuitively, if M is chosen too low, the first 
term in Eq. (4.28) containing 1/M limits the sensitivity; however, if M is chosen too 
high, the second term containing F limits the sensitivity. Combining Eqs. (4.28) and 
(3.1 I ) and solving for the M that minimizes ; i i s e n s . ~ p ~  yields 

(4.30) 

From this equation, we can see that Mopt increases with increasing amplifier noise, 
iATmp, which makes sense because the APD gain helps to suppress this noise. Fur- 
thermore, Mopt decreases with increasing kA , which means that the optimum gain for 
an InGaAs APD with kA M 0.6 is smaller than that for a silicon APD with kA x 0.03. 
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Note that in the case of a receiver with optically preamplified p-i-n detector, the 
noise figure F decreases with increasing gain G and therefore there is no optimum 
gain value, that is, a higher gain always improves the sensitivity. 

Cascade of Optical Amplifiers. Ultra-long-haul fiber links without electrical re- 
generators became possible with the development of reliable optical in-line amplifiers. 
These amplifiers are inserted periodically into the fiber link to boost the optical signal. 
For example, let’s assume an 8,000-km long fiber link connecting two continents. To 
compensate the fiber loss of 0.25dB/km, we insert an optical amplifier with gain 
G = 20 dB every 80 km. This makes a total of 100 amplifiers. 

With so many optical amplifiers, the noise accumulated in the fiber link becomes 
dominant over the noise of the receiver. In the following, we analyze this situation in 
more detail. We take two approaches: in a first (and unconventional) approach, we 
regard the whole fiber link including all the amplifiers as part of the detector, which 
leads to an analysis very similar to our previous sensitivity calculations. In a second 
approach, we give up the notion of sensitivity and do the analysis in terms of OSNR. 
Eventually, both approaches lead to the same results. 

First, let’s consider the whole 8,000-km link, including all the optical amplifiers to 
be part of the detector (see Fig. 4.7). In other words, the input to our receiver is right at 
the transmitter end. If we assume that the fiber loss is exactly balanced by the optical 
amplifier gain, then we can easily derive the “sensitivity” of this system. We regard 
the whole amplified link as a single optical amplifier with gain G’ = 1 and noise figure 
F‘ = nG F ,  where n is the number of amplifiers, G is the gain of each amplifier, and 
F is the noise figure of each amplifier (cf. Problem 3.9). Substituting G‘ and F’ into 
Eq. (4.29) for the sensitivity of an optically preamplified p-i-n receiver yields 

(4.31) 

For example, with 100 amplifiers and the typical values introduced earlier (G = 

20dB, F = 5 dB), we get the horribly bad compound noise figure F‘ = nGF = 
45 dB. The “sensitivity” ~qens,o~c for a lO-Gb/s system (BW,, = 7.5 GHz, iLTmp = 
1.4 PA, R = 0.8 A/W, r]  = 0.64) comes out as +1.7 dBm, essentially regardless of 
the electrical amplifier noise i;T&,. This “sensitivity” is very low, but recall that it 
refers to the fiber link input that is at the transmitter end! So all this means is that 
the transmitter must launch a power of at least Fob,t = 1.7 dBm into the fiber and we 
are fine. 

We can draw two conclusions from this last example. First, it is in fact possible 
to send an optical signal over an 8,000-km fiber link containing 100 erbium-doped 
fiber amplifiers (EDFAs) and receive it at a low BER of This fact also is 
demonstrated by practical systems such as the commercial transpacific cable TPC-5 
segment J, which is 8,620km long and contains about 260 EDFA-type repeaters 
spaced 33 km apart. Second, the concept of receiver sensitivity loses its meaning in 
a situation where many in-line amplifiers contribute most of the system noise. Re- 
member, receiver sensitivity is the minimum power required to achieve a certain BER 
based on the receiver noise. In optically amplified long-haul systems, the concept of 
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1/G G,F 1/G G,F ... G,F 
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= pout Clock 

Fig. 4.7 A cascade of optical amplifiers followed by a p-i-n receiver. 

sensitivity is replaced by the concept of optical signal-to-noise ratio (OSNR), which 
we discuss next. 

Optical Signal-to-Noise Ratio. In optically amplified transmission systems, the 
system designer is interested in the minimum OSNR required at the receiver rather 
than the sensitivity of the receiver. To illustrate this, let’s repeat the previous calcu- 
lation but now thinking in terms of OSNR. First, we want to know how much OSNR 
is needed at the receiver to meet the required BER. After a chain of many EDFAs, 
the noise on the ones will be much larger than the noise on the zeros; therefore, with 
Eq. (4.13) we find the required SNR as approximately 1/2 . Q2. With Eq. (3.17), we 
can convert this SNR into the required OSNR (cf. Problems 3.7 and 4.10): 

(4.32) 

For example, given a 7.5-GHz receiver noise bandwidth, we need an OSNR of 14.7 dB 
measured in a 0.1 -nm optical bandwidth (12.5 GHz at A = 1.55 pm) to achieve a BER 
of 10-12. [-+ Problem 4.121 

Next, we want to know how much OSNR we have got at the end of a chain of n 
amplifiers. The optical signal power there is Tout, the same as the power launched by 
the transmitter because the amplifier gain and the span loss are balanced. The optical 
noise power at the end of the chain is the sum of the noise from all n amplifiers, 
n . SASE . BWo, because the gain from each EDFA output to the link output is unity. 
Thus, we have 

- - 

(4.33) pout 

nGF . h c / A .  BWo’ 
M 

pout 

n . SASE. BWo 
OSNR = 

where, on the right-hand side, we expressed SASE in terms of the amplifier noise 
figure, F x p ,  using Eq. (3.23). If we transform Eq. (4.33) into the log domain and 
specialize it for h = 1.55 p m  and a BWo corresponding to 0.1 nm, we obtain the 
useful engineering rule [207] 

OSNR[dB] x 58 dB + ~ou t [dBm]  - G[dB] - F[dB] - 10 log,. (4.34) 

For example, with the familiar values n = 100, F = 5 dB, and G = 20dB, we find 
that we need Fout = 1.7 dBm to achieve the required OSNR of 14.7 dB in a 0.1-nm 
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optical bandwidth. Well that’s the same transmit power we found with Eq. (4.31)! 
[ + Problem 4.131 

When designing a practical long-haul transmission system, the above idealized 
OSNR calculations must be refined in a number of ways. First, OSNR penalties due 
to fiber dispersion, polarization effects, nonlinear pulse-shape distortions, nonlinear 
signalhoise mixing, and crosstalk in WDM systems must be included. Second, OSNR 
margins for system aging, repairs, and so forth must be allocated. Third, if forward 
error correction (FEC) is used, the required Q values are lower than those given in 
Table 4.1, leading to correspondingly lower OSNR requirements (cf. Section 4.1 1). 

We are now finished with the main part of this section. We understand the concept 
of receiver sensitivity and how it is affected by the detector noise and the amplifier 
noise. We have briefly looked at optically amplified systems and their requirements in 
terms of OSNR. In the remainder of this section, we explore the theoretical sensitivity 
limits of optical receivers. If you are tired of this subject, you can skip ahead to 
Section 4.4. 

Sensitivity Analysis for a Noiseless Amplifier. To study how sensitive we can 
make a receiver in theory, we repeat our sensitivity calculations again, but this time 
assuming a noiseless amplifier. We can easily derive these sensitivities, which are 
based on detector noise only, from Eqs. (4.27), (4.28), and (4.29) by setting iLyip = 0. 
Numerical sensitivity values for all three receiver types, assuming the usual typical 
values, are listed in Table 4.4. 

Table 4.4 Maximum receiver sensitivities at BER = 
noiseless amplifier is assumed. 

for various photodetectors. A 

Parameter Symbol 2.5 Gb/s 10Gb/s 
- 
Psens.PIN -47.3 dBm -41.3 dBm Sensitivity of p-i-n receiver 
psens.APD -39.5 dBm -33.5 dBm Sensitivity of APD receiver 

Sensitivity of OA + p-i-n receiver Psens.OA -44.2 dBm -38.2 dBm 

- 
- 

We observe that, in theory, the p-i-n receiver gives us the best sensitivity. This is 
so because the noise of the p-i-n detector is the lowest. But as we have seen, in a real 
system, the sensitivity of the p-i-n receiver is degraded by about 22 dB because of the 
amplifier noise (cf. Table 4.3). Regarding a receiver with optically preamplified p-i-n 
detector, we note that although the noise from the optical preamplifier dominated the 
amplifier noise in Table 4.3, we could still squeeze out another 2 to 3 dB of sensitivity 
with an ultra-low-noise transimpedance amplifier. 

The above calculations also give us an interesting new interpretation for the excess 
noise factor of the APD and the noise figure of the optical amplifier. After we have 
calculated the maximum sensitivity for a p-i-n receiver, the maximum sensitivity for 
an APD receiver can be obtained simply by adding the excess noise factor F in dB: at 
2.5 Gb/s, we get -47.3 dBm + 7.8 dB = -39.5 dBm for an APD with F = 7.8 dB. 
Similarly, the maximum sensitivity for an OA + p-i-n receiver can be obtained by 
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adding r]F in dB: at 2.5 Gb/s, we get -47.3dBm - 1.9dB + 5 dB = -44.2dBm 
for r]  = 0.64 and F = 5 dB. These rules can be readily explained with Eqs. (4.27), 
(4.28), and (4.29). In conclusion, F (for an APD receiver) and r]F (for an OA + p-i-n 
receiver) tell us how much less sensitive the respective receivers are compared with 
a p-i-n receiver in the limit of zero amplifier noise. 

Before leaving this subject, we must point out a limitation of our analysis and 
results. At the outset of this section, we made the assumption that the noise follows 
a Gaussian statistics. Although this is a good assumption for the electronic amplifier 
noise, the detector noise typically has non-Gaussian statistics, especially when the 
optical signal is weak. For example, the p-i-n photodetector noise has Poisson statis- 
tics. Thus, the sensitivity results in Eqs. (4.27), (4.28), and (4.29), and derived results, 
such as the optimum APD gain in Eq. (4.30), lose in accuracy when the detector noise 
becomes a significant fraction of the amplifier noise. In particular, the results in Ta- 
ble 4.4, which are based on detector noise only, are not exact. Note that the Gaussian 
assumption tends to be conservative, that is, it underestimates the actual sensitivity. 

Quantum Limit. Can we build a receiver with arbitrarily high sensitivity, at least 
in theory? Maybe we can combine some fancy detector with a noiseless amplifier? 
No, it turns out there is a quantum limit that cannot be surpassed. 

The quantum limit is obtained from the observation that at least one photon must 
be detected for each transmitted one bit to have error-free reception. The number 
of photons, n, contained in a one bit is an integer random variable that follows the 
Poisson distribution: 

(4.35) 

where M is the mean of the distribution. For equally probable zeros and ones, the 
total error probability equals half the error probability for zeros plus half the error 
probability for ones. Because nothing is transmitted for zeros (we assume high 
extinction), the probability of error for zeros is zero. The probability of error for ones 
is Poisson(O), corresponding to the situation when zero photons are received for a one 
bit. Thus, we conclude that BER = 1/2. Poisson(0) = 1 /2.  eC'. For example, given 
a bit-error rate of we find that an average number of M = - ln(2. BER) = 27 
photons are required per one bit. An average of M/2 photons are required per bit 
(zero or one), and hence the quantum limit for the sensitivity follows as 

M" 
n! 

Poisson(n) = e-M . -, 

- - ln(2 . BER) hc 
2 h 

. - .  B ,  (4.36) psens.quant = 

where B is the bit rate.7 Numerical values for this sensitivity assuming h = 1.55 p m  
and BER = 

Comparing these values with those in Table 4.3, we realize that a receiver with 
optically preamplified p-i-n detector comes within about 12 dB of the quantum limit. 

are listed in Table 4.5. [-+ Problem 4.141 

7The quantum limit derived here is for on-off keying (OOK), also called (binary) amplitude-shifr keying 
(ASK), if  the light is regarded as a carrier. Other modulation formats, such asphuse-.ship keying (PSK) or 
frequencyshij? keying (FSK), can be detected with a somewhat better sensitivity [46]. 
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Table 4.5 Quantum limit for the sensitivity at BER = 

Parameter Symbol 2.5 Gb/s 10Gb/s 
- 

Quantum limit Psens.quant -53.6 dBm -47.6 dBm 

This means that such a receiver has the ability to detect correctly 16 or more photons 
as a one bit! 

4.4 PERSONICK INTEGRALS 

Total Input-Referred Noise. We saw in the previous section that the input-referred 
rmsnoise, iLm:””, plays a key role in determining the receiver sensitivity. Equation (4.17) 
defines this noise quantity as the output noise divided by the midband value of H (f  ): 

result, we can write this noise quantity in terms of the input-referred power spectrum: 
irms ,, - - vLmS/Ho. Now, by inserting Eq. (4.7) for the output noise and squaring the 

(4.37) 

where Z:(f) = f )  + f )  is the input-referred noise power spectrum of 
the combined detector and amplifier noise. 

Equation (4.37) is easy to use in numerical computation (simulations), but it looks 
quite cumbersome for analytical hand calculations. Is there an easier way to calculate 
the total input-referred noise from the input-referred spectrum? It is tempting just to 
integrate the input-referred noise spectrum over all frequencies: 

(4.38) 

But this can’t be right, because the integral does not converge if Z,”( f )  contains the 
usual white andlor f 2-noise components, leading to an unbounded noise current. 
Maybe, we surmise, we should integrate only up to the 3-dB bandwidth of the re- 
ceiver’s frequency response: 

- BW3dB 

i: = Z i (  f) df. (4.39) 

This quantity is shown as the hatched area under the input-referred noise spectrum in 
Fig. 4.8. At least, now we get a finite noise current. But note that the result is very 
sensitive to the upper bound of the integration (the 3-dB bandwidth) because it lies 
in the rising part of the spectrum. So if we were to use the I -dB bandwidth instead 
of the 3-dB bandwidth, the noise current would come out quite a bit different. This 
doesn’t sound right, either. 

TEAM LinG



PERSONICK INTEGRALS 67 
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fjg. 4.8 How not to calculate total input-referred noise. 

Noise Bandwidths. Actually, there is a simple way to calculate the total input- 
referred noise from the associated noise spectrum. We start out by writing the input- 
noise spectrum in the general form introduced in Section 4.1: 

Z,"(f, = a0 + a2 f 2 .  (4.40) 

Parameter a0 describes the white part of the spectrum, and parameter a2 describes 
the f 2-noise part (we are neglecting possible 1/ f and f -noise terms here). Note that 
in contrast to Eq. (4.2), parameter 010 includes the white noise from the amplifier and 
the detector. Now we plug this spectrum into Eq. (4.37): 

(4.41) 

expand it as 

and rewrite it in the form (we'll see why in a moment) 

- 
i: = a0 . BW,, + a213 ' BWn32. 

where 

(4.43) 

(4.44) 

(4.45) 
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The bandwidths BW,, and BWn2 depend only on the receiver’s frequency response 
I H (f) I and the decision circuit’s bandwidth B W o .  The latter is uncritical as long as it 
is larger than the receiver bandwidth and the receiver has a steep rolloff. For simplicity, 
we assume in the following that the decision-circuit bandwidth is infinite. Numerical 
values for the bandwidths B W,, and BWn2 of some simple receiver responses are listed 
in Table 4.6. As soon as these bandwidths and the noise parameters a0 and a2 are 
known, we easily can calculate the total input-referred noise with Eq. (4.43). 

Table 4.6 Numerical values for BW,, and BWn2. 

1 st-order low pass 1.57 . B w 3 d ~  00 

2nd-order low pass, Grit. damped ( Q  = 0.500) 2.07 . B W ~ ~ B  
2nd-order low pass, Bessel ( Q  = 0.577) 1.78 . B W ~ ~ B  
2nd-order low pass, Butterworth ( Q  = 0.707) 1.49 . B w 3 d ~  
Brick wall low pass 1.00 . B W ~ ~ B  1.00. B w 3 d ~  

1.22 . B W ~ ~ B  
1.15 . BW3dB 
1.11 . BW3dB 

Rectangular (impulse response) filter 0.500 * B 03 

NRZ to full raised-cosine filter 0.564. B 0.639. B 

Why did we choose the peculiar form of Eq. (4.43)? Because it leads to a neat 
interpretation of the bandwidths BW, and BWn2. If we were to integrate the input 
spectrum Eq. (4.40) up to the 3-dB point, as suggested by the incorrect Eq. (4.39), 
we would get 

ii = a0 . BW3dB + a2/3 * BwjdB. 
- 

(4.46) 

By comparing this result with Eq. (4.43), we now understand that the latter equa- 
tion can be interpreted as the result of integrating the white-noise component of the 
input-referred spectrum up to BWn and the f 2-noise component up to BWz2. This 
interpretation is illustrated graphically in Fig. 4.9. You may already have noted it: 
BW,, is identical to the noise bandwidth (a.k.a., noise equivalent bandwidth) of the re- 
ceiver’s frequency response; B Wn2 could be called the second-order noise bandwidth, 
because it plays the same role as the (zeroth-order) noise bandwidth SW,,, but with 
the white noise replaced by f noise. 

f 
I 

‘BW,, BWnz . 

Fig. 4.9 Interpretation of BW,, and SWn2 as integration bounds. 
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Now let's go back and see how different this is from integrating the input-referred 
noise spectrum up to the 3-dB point. Integrating up to the 3-dB point means that we 
set BW, = BWn2 = B W ~ ~ B .  By consulting Table 4.6, we see that this is the right 
thing to do in the case of the brick-wall low-pass response, but in all other cases, we 
incur an error. For example, in the case of a second-order Butterworth response, we 
underestimate the white-noise power by a factor 1.11 x and the f 2-noise power by a 
factor 3.33 x, quite a significant difference! 

We now understand that to calculate the total input-referred detector noise, ii.pD, 
we must multiply the spectral power density of the detector noise, which is white 
to a good approximation, with the noise bandwidth, ii.pD = . BWn, as we did 
repeatedly in Chapter 3. Furthermore, to calculate the total input-referred amplifier 
noise, iZam,, we must separate the white-noise and f2-noise components and then 
apply Eq. (4.43); in Chapter 5, we see examples of this procedure. 

- 

- 

- 

Personick Integrals. For an electrical engineer, the noise bandwidths BW, and 
BW,,2 have an intuitive meaning, and this is why we have introduced them here first.* 
In the optical receiver literature (e.g., [6, 19, 62, 127, 177]), however, you find the 
so-called Personick integrals instead of the noise bandwidths. These integrals usually 
are designated with 11,  12,  and I3 and are defined such that the input-referred noise 
power can be written as 

- 
i: =ag. 12B + a 2 .  13B3, (4.47) 

where B is the bit rate. (The first Personick integral, 1 I ,  relates to the nonstationary 
detector noise, which we wiped under the rug in Section 4.2.) Thus, by comparing 
the above equation with Eq. (4.43), the second and third Personick integrals can be 
identified as 

(4.48) 

(4.49) 

In other words, the Personick integrals 12 and I3 are normalized noise bandwidths. For 
example, if the receiver has a second-order Butterworth transfer function with a 3-dB 
bandwidth equal to 2/3 of the bit rate (we will justify this choice in Section 4.6), we 
find with the help of Table 4.6 the values 12 = 0.740 and 13 = 0.329 for the Personick 
integrals. [+ Problem 4.151 

In the theoretical receiver literature, it often is assumed that the receiver transforms 
ideal N U  pulses at the input into pulses with a full raised-cosine spectrum at the 
output (we discuss this transfer function in Section 4.6). In this case, the Personick 
integrals assume the values 12 = 0.564 and 13 = 0.087 (cf. last entry of Table 4.6). 
Unfortunately, the latter values often have been used inappropriately for noise calcu- 
lations of practical receivers that do not have the above mentioned transfer function, 
typically resulting in overly optimistic noise numbers [99]. 

*Where% SW,, is commonly used in the engineering literature, BW,2 has been introduced here for didac- 
tical purposes. 
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4.5 POWER PENALTY 

In this section, we introduce the important concept ofpowerpenalty (PP). This concept 
permits us to quantify many types of impairments in the receiver, the transmitter, and 
the fiber. Furthermore, it enables us to derive specification for the building blocks 
of the communication system. In the subsequent chapters, we frequently carry out 
power-penalty calculations to obtain typical IC specifications. 

The basic idea is as follows. We saw in the previous section that the receiver noise 
determines the basic receiver sensitivity. The actual sensitivity is lower than that 
because of a variety of impairments such as signal distortions in the receiver, offset 
errors in the decision circuit, a finite extinction ratio in the transmitter, and so forth. 
Now the power penalty is the loss in optical sensitivity due to such an impairment. 

More precisely, we define the power penalty PP for a particular impairment as 
the increase in average transmit power necessary to achieve the same BER as in 
the absence of the impairment. Power penalties usually are expressed in dBs using 
the conversion rule 10 log PP. Table 4.7 gives examples of impairments in various 
parts of an optical communication system. For many of these impairments, we later 
calculate the associated power penalty. 

Table 4.7 Examples of impairments leading to power penalties. 

Transmitter: 

Fiber: 

Detector: 
TIA: 

MA: 

CDR: 

Extinction ratio 
Relative intensity noise 
Output power variations 
Dispersion 
Nonlinear effects 
Dark current 
Distortions (ISI) 
Offset 
Distortions (ISI) 
Offset 
Noise figure 
Low-frequency cutoff 
Decision-threshold offset 
Decision-threshold ambiguity 
Sampling-time offset 
Sampling-time jitter 

Example 1: Decision-Threshold Offset. To illustrate the power-penalty concept, 
let’s make an example and calculate the power penalty for the case that VDTH is not at 
its optimum value, that is, for the case of a decision-threshold offset. Figure 4.10(a) 
shows the situation where the threshold is at its optimum value, VDTH, that is, the 
threshold is exactly centered in between the zero and one levels. For this example we 
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assume an equal amount of noise on the zeros and the ones. Figure 4.10(b) shows 
the situation where the threshold voltage is too high. We can write this incorrect 
threshold voltage as 

v;)TH = VDTH + 6 .4pt (4.50) 

where 6 is the threshold offset relative to the signal swing. The threshold offset shown 
in Fig 4.10(b) will cause many ones to be misinterpreted as zeros, thus significantly 
increasing the BER. 

Fig. 4.10 Power penalty due to decision-threshold offset: (a) without offset, (b) with offset, 
and (c) with offset and increased signal swing to restore the original BER. 

To restore the original BER, we need to increase the signal swing from q to uy 
as shown in Fig. 4.10(c). We increase the signal swing until the difference between 
the one level and the decision threshold becomes the same as in Fig. 4.10(a): 

u r p  = U y f 2 8 .  q = q. (1 +26). (4.5 1) 

As a result, the probability of misinterpreting a one as a zero is now the same as in 
Fig. 4.10(a). The probability of misinterpreting a zero as a one is even lower than 
before, so that the overall BER is a little bit lower than in Fig. 4.10(a). However, we 
ignore this small difference in BER because the impact on the resulting power penalty 
is small. Thus, to restore the original BER, we need to increase the signal swing by 
us””/$’ = 1 + 28. Knowing that the signal voltage swing is proportional to the 
received optical power, the power penalty for a decision-threshold offset 6 becomes 

PP= 1 + 2 6 .  (4.52) 

For example, a 10% decision-threshold offset causes a power penalty of 0.79dB. 
Note that in the above reasoning, we assumed that the act of increasing the transmit 

power does not introduce impairments of its own, such as an increase in system noise 
or nonlinear distortions. This is a good assumption for unamplified transmission 
systems with p-i-n detectors, and we continue to make this assumption unless stated 
otherwise. However, in systems with optical amplifiers , APDs, or both, the noise 
level does increase with increasing transmit power, leading to a larger power penalty 
for the same impairment (cf. Section 7.1). 

Now let’s see how we can use the power-penalty concept to derive receiver speci- 
fications. If we solve Eq. (4.52) for 8, we find 

P P -  I 
2 

8 = -. (4.53) 
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This means that if the largest acceptable power penalty is PP, we must control the 
decision threshold to a precision better than the S given in Eq. (4.53). For example, 
given a worst-case power penalty of 0.05 dB (PP = 1.01 16), the decision-threshold 
offset must be less than 0.58%. 

Example 2: Dark Current. In Chapter 3, we mentioned the detector dark current 
and how it interferes with the received signal. Now we have the necessary tools to 
quantify this effect. The dark current by itself does not negatively impact the received 
signal, it just adds an offset but leaves the signal swing unchanged. As long as the 
receiver is able to ignore this offset, for example, because AC coupling is used, there 
is no power penalty for this. However, the noise associated with the dark current will 
enhance the receiver noise and cause a power penalty. Let’s calculate it! 

According to Eq. (3.3, the dark current IDK of a p-i-n detector contributes the 
following shot noise: - 

iZDK = 2qIDK ’ Bw,. (4.54) 

This noise power adds to the receiver noise, which we assume is dominated by the 
amplifier noise ii,amp. (Neglecting the detector noise overestimates the power penalty 
somewhat.) So the dark-current noise increases the noise power by 

- 

(4.55) 
‘n.amp ‘n.amp 

We know from Eq. (4.20) that the receiver sensitivity is proportional to the rms noise 
current, and thus we have found the power penalty: 

(4.56) 
‘n.amp 

With the typical numbers for our 2.5-Gbjs receiver = 380nA, BW, = 
1.9 GHz) and a worst-case dark current of 5 nA, we find the power penalty to be 
0.000 046 dB (PP = 1 .OOO 01 05). As expected, this is very, very small. For an APD 
detector, we had to replace IDK with F . M 2  . IDK,  where IDK is now the primary 
dark current (cf. Eq. (3.10)). In this case, the power penalty would be larger. 

Now we can turn this game around and ask: “What is the maximum allowable 
dark current for a given maximum power penalty?” A little bit of algebra reveals 

(4.57) 

With the same typical numbers as before, we find that the dark current must be less 
than 5.5 p A  to keep the power penalty below 0.05 dB (PP = 1.01 16). This poses no 
problem at all! 

With these two examples, we illustrated how to compute power penalties and how 
to derive specifications from them. [+ Problem 4.161 
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4.6 BANDWIDTH 

In the following, we address the question of how large we should make the receiver 
bandwidth and, more generally, what frequency response we should choose. To get 
a feeling for the answer, consider the following dilemma: if we make the receiver 
bandwidth wide, the receiver preserves the signal waveform without distortions, but at 
the same time it picks up a lot of noise, which may corrupt the signal. We know from 
Section 4.2 that a lot of noise translates into a low receiver sensitivity. Alternatively, if 
we make the receiver bandwidth narrow, the noise is reduced and thus the sensitivity 
is improved, but now we are faced with signal distortions known as intersymbol 
inte@erence (ISI). Like noise, IS1 also reduces the sensitivity because the output signal 
swing (at the decision circuit) is reduced for certain bit sequences, that is, the signal 
swing for a “01010101 . . .” sequence will be lower than that for a “001 10011 . . .” 
sequence. We can conclude from this line of reasoning that there must be an optimum 
receiver bandwidth for which the sensitivity is best. A rule of thumb for NRZ receivers 
says that this optimum 3-dB bandwidth is about 

(4.58) 

where B is the bit rate. Similarly, we could say that the optimum bandwidth is around 
60% to 70% of the bit rate. 

Example: Butterworth Receiver. Figure 4.11 illustrates the trade-off between 
IS1 and noise for the example of a 10-Gb/s receiver with a second-order Butterworth 
response (i.e., a maximally flat amplitude response). For this example, we further 
assume that the received input signal is an ideal NRZ waveform and that the input- 
referred noise is white. The output waveforms for three different receiver bandwidths 
are shown from top to bottom in the form of eye diagrams (see Appendix A for an 
explanation of eye diagrams). 

For the moment, let’s ignore the gray stripes in the eye diagrams that symbolize 
the noise. Figure 4.1 1 (a) shows the eye diagram of a wideband receiver with a 3-dB 
bandwidth of 413 the bit rate, that is, twice the optimum bandwidth. As expected, we 
get a clean eye with almost no ISI. Figure 4.1 l(b) shows the eye diagram of a receiver 
with the optimum bandwidth, 2/3 of the bit rate. Finally, Fig. 4.11(c) shows the 
eye diagram of a narrowband receiver with only half the optimum bandwidth. In the 
latter case, we observe severe IS1 resulting in a partially closed eye. In particular, we 
can see a trace with the full swing corresponding to the bit sequence “001 1001 1 . . .” 
and another trace with only about half the swing corresponding to the bit sequence 
“01010101 . . . .” 

Now let’s add some noise at the input of the receiver. In the case of white noise, 
the received noise power is proportional to the receiver bandwidth. Therefore, the 
rms noise voltage at the output of the receiver is proportional to the square root of 
the bandwidth. The gray stripes in Fig. 4.11 represent the peak value of the noise 
voltage, which reduces in steps of 1/z as we go from the wideband, to the optimum- 
bandwidth, and to the narrowband receiver. For clarity, only the noise inside the eye 
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T . 0  , , (I 

Fig. 4.77 Trade-off between IS1 and noise in a receiver. 

is shown; in reality, of course, noise is present on both sides of the signal trace. But 
wait a minute, what exactly is the peak value of the noise voltage? Doesn't Gaussian 
noise assume potentially unlimited values? Yes, but the trick here is to define the 
peak value of the noise voltage based on the required BER. For example, if we are 
ready to accept a BER of lo-'*, then we don't care about noise voltages exceeding 
7.035 . u r  (because this happens only with a probability of lo-'*), and so we can 
take the peak value of the noise voltage as 7.035 . u r  or more generally Q . uLm;m" 
(cf. Appendix A). 

Going back to Fig. 4.1 1, we observe that whereas the eyes for the wide and narrow- 
band receivers are completely closed by the noise, the eye for the optimum-bandwidth 
receiver with B W ~ ~ S  = 2/3 . B is open at the center. To recover the received data 
at the desired BER, we must make a decision in the open part of the eye, that is, the 
decision threshold and sampling instant must define a point in the open part of the 
eye. In our example, this is only possible for the optimum-bandwidth receiver. 

Power Penalty due to ISI. In the following, we analyze the optimum bandwidth 
in a more quantitative way. The IS1 caused by the finite receiver bandwidth can be 
quantified by a power penalty. This power penalty stems from the fact that IS1 reduces 
the output swing for certain bit sequences such as "01010101 . . . ." The worst-case 
output swing can be determined from the vertical opening in the eye diagram (without 
noise). In Fig. 4.12(a), the signal without IS1 has a vertical eye opening of V,. In 
Fig. 4.12(b), the eye opening is reduced to VL because of ISI. To restore the original 
BER, we must increase the full signal swing of the distorted signal to PP . V E  such 
that its vertical eye opening becomes V E ,  as indicated in Fig. 4.12(c). Hence the 
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power penalty is 

VE PP=- .  
Vk 

(4.59) 

Inspecting the eye diagrams in Fig. 4.1 1, we see that, when sampling at the point of 
maximum eye opening, there is no significant vertical eye closure for the wideband 
and optimum-bandwidth receivers; however, for the narrowband receiver, the eye 
is about halfway closed (50% vertical eye closure). Therefore, the power penalties 
due to IS1 for Figs. 4.11(a), 4.11(b), and 4.11(c) are PP = OdB, PP = OdB, and 
PP = 3dB, respectively. Note that the power penalty as given in Eq. (4.59) is 
somewhat pessimistic because it is based on the worst-case bit sequence. We see 
from Fig. 4.1 l(c) that some bits have a higher signal swing than VE and thus are 
detected at a somewhat lower BER than the original one. [+ Problem 4.171 

Fig. 4.72 Eye diagram (a) without ISI, (b) with ISI, and (c) with IS1 and increased signal 
swing to restore the original BER. 

Now let's combine the basic noise-based sensitivity and the power penalty due to 
IS1 to obtain the actual receiver sensitivity. A graphical representation of this calcula- 
tion is shown in Fig. 4.13. The basic noise-based sensitivity decreases with receiver 
bandwidth. Specifically, if we double the bandwidth, the rms-noise increases by a 
factor f i  (for white input noise), which reduces the sensitivity by 1.5 dB according 
to Eq. (4.20). The basic sensitivity is represented by the dashed line moving up from 
Psens0 - 3.0dB to RenSo - 1.5dB and to Fsens0, where ZensO is an arbitrary refer- 
ence value. Next, we correct the basic sensitivity with the power penalty due to ISI, 
which brings us to  the solid line. As expected, the best sensitivity is reached near the 
bandwidth 2/3.  B .  

- 

Fig. 4.73 Sensitivity as a function of receiver bandwidth. 
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Note that although the optimum bandwidth is around 2/3. B, it is possible to build 
a practical receiver with a bandwidth of only 113 . B ,  if we are willing to accept a 
loss in sensitivity of about 1.5 dB (see Fig. 4.13). However, in doing so we have to be 
careful about the horizontal eye opening, which depends on the phase linearity of the 
receiver. Figure 4.1 1(c) shows that in our Butterworth receiver example the horizontal 
eye opening is still nearly 100% even with a bandwidth of only 113. B .  This narrow- 
band approach is attractive for 40-Gb/s systems with optical preamplifiers where a 
small loss in sensitivity is acceptable, if in return the receiver can be built from 13 GHz 
(= 1/3 .40Gb/s) electronic components [149]. 

Bandwidth Allocation. So far we have been talking about the bandwidth of the 
complete receiver. As we know, the receiver consists of a cascade of building blocks: 
photodetector (p-i-n or APD), TIA, filter (optional), MA, and decision circuit. It 
is the combination of all these blocks that should have a bandwidth of about 2/3 . 
B .  The combined bandwidth can be approximated by adding the inverse-square 
bandwidths of the individual blocks: 1/BW2 x 1/BW: + l/BW; + . . . . Thus, each 
individual block must have a bandwidth that is larger than 213. B .  There are several 
strategies of assigning bandwidths to the individual blocks to achieve the desired 
overall bandwidth. Here are three practical bandwidth allocation strategies: 

0 All receiver blocks (p-i-n/APD, TIA, MA, CDR) are designed for a bandwidth 
much larger than the desired receiver bandwidth. Then a preciseJilter is in- 
serted, typically after the TIA, to control the bandwidth and frequency response 
of the receiver. Often a fourth-order Bessel-Thomson filter, which exhibits good 
phase linearity, is used. This method typically is used for lower-speed receivers 
(2.5 Gb/s and below). 

0 The TIA is designed to have the desired receiver bandwidth and all other blocks 
(p-i-n/APD, MA, CDR) are built with a much larger bandwidth. No filter is 
used. This approach has the advantage that the TIA bandwidth specification is 
relaxed, permitting a higher transimpedance and better noise performance (we 
study this trade-off in Section 5.2.2). But the receiver’s frequency response is 
less well controlled compared with when a filter is used. 

0 All blocks together (p-i-n/APD, TIA, MA, CDR) provide the desired receiver 
bandwidth. No single block is controlling the frequency response and, again, no 
filter is used. This approach typically is used for high-speed receivers (1  0 Gb/s 
and above). At these speeds it is challenging to design electronic circuits and 
APDs and we cannot afford the luxury of overdesigning them. 

Optimum Receiver Response. In the remainder of this section, we go beyond 
the empirical rule given in Eq. (4.58) and explore the questions regarding the opti- 
mum receiver response and the optimum bandwidth. Is there an optimum frequency 
response for NRZ receivers? Yes, but the answer depends on many factors, such 
as the shape of the received pulses (i.e., the amount of IS1 in the received signal), 
the spectrum of the input-referred noise, the sampling jitter in the decision circuit, 
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the bit estimation technique used, and so forth. Figure 4.14 shows a decision tree 
distinguishing the most important cases. For the following discussion, we assume 
that each bit is estimated independently by comparing the sampled output voltage to 
a threshold voltage as indicated in Fig. 4.3.9 

little 
broadening 

Modified Matched Filter 

severe 
broadening 

Fig. 4.74 Decision tree to determine the optimum receiver response. 

If the NRZ pulses at the input of the receiver are well shaped, in particular if the 
pulses are broadened by less than 14% of the bit interval (l /B),  a matched-filter 
response or a modified matched-filter response is the best choice [83]. In the case 
of white input-referred noise and the absence of sampling jitter, the matched-filter 
response gives the best results. The matched filter is defined by its impulse response 
h( t ) ,  which must be proportional to (or matched to) a time-reversed copy of the 
received pulses x ( t ) ,  more precisely, h ( t )  - x ( T  - t ) ,  where T is the duration of the 
received pulses. This definition implies that the matched-filter frequency response 
matches the spectral shape of the input pulses (but not generally the phase). It can 
be shown that in the absence of ISI, the matched-filter response maximizes the the 
sampled signal-to-noise ratio and thus results in the lowest BER [42,83]. 

In the case of an undistorted NRZ signal, the matched filter is given by h( t )  - 
x ( T  - t )  = x ( t ) ,  where x ( t )  is a rectangular pulse starting at t = 0 and ending at 
T = 1/B, and hence this filter is known as the rectangularfilter. We discuss this 
case as well as a possible implementation (integrate and dump) in a moment. If the 
input-referred noise spectrum is not white or if the decision circuit exhibits sampling 
jitter, the concept of matched filtering can be generalized to take these effect into 
account [19]. This case is indicated by the box labeled “Modified Matched Filter” in 
Fig. 4.14. 

In long-haul transmission systems, the NRZ pulses at the input of the receiver 
usually are severely broadened, for example, as a result of fiber dispersion (lower 
arrow in Fig. 4.14). If the received pulses are broader than the bit interval they overlap, 

91t also is possible, and in fact better. to make a,juint decision on a sequence of bits, for example, by 
using a Viterbi decoder. In this case, the optimum receiver response is the matched-filter (or modified 
matched-filter) response regardless of the pulse broadening (cf. Section 4.7). 
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in other words, we have ISI. The matched-filter response discussed earlier would 
exacerbate the IS1 problem by further broadening the pulses leading to a significant 
power penalty. For severely broadened pulses (more than 20% of the bit interval), 
raised-cosinejiltering theoretically gives the best results [83]. Raised-cosine filtering 
is defined as the transformation of the (broadened) input pulses into pulses with a 
raised-cosine spectrum. Note that this does not mean that the receiver itself has a 
raised-cosine response. We give an example to clarify this in a moment. Now, pulses 
with a raised-cosine spectrum have a shape similar to y ( t )  = sin(n B t ) / ( n  B t )  and 
thus are free of IS1,'O that is, they are zero at t = nT for all n except 0 with T = 1 / B  
[42, 831. Thus, the IS1 problem is solved. At this point, you may wonder why we 
don't always use raised-cosine filtering. The answer is that the noise bandwidth of a 
raised-cosine receiver is wider than that of a matched filter receiver; hence if IS1 in 
the received signal is weak, matched filtering gives the better results. 

Although raised-cosine filtering is quite popular in the theoretical receiver litera- 
ture, it is rarely used in practical optical receivers. For starters, the output pulses from 
a raised-cosine receiver extend backwards through time indefinitely (they are sym- 
metric around t = 0 with a shape similar to y ( t )  = sin@ B t ) / ( n B t ) ) ,  which means 
that such a receiver can only be realized as an approximation. Furthermore, the shape 
of the received pulses must be known exactly to design the receiver's transfer function. 
In practice, the receiver response often is chosen to have a bandwidth of about 213. B 
and a good phase linearity. In case the received pulses are severely broadened or 
otherwise distorted, an adaptive equalizer is placed after the linear channel to reduce 
the ISI. We discuss this approach further in Section 4.7. 

Rectangular Filter. To illustrate the concept of matched filtering, let's make a 
simple example. Consider that we receive an undistorted NRZ signal embedded 
in white noise. As we have already mentioned, the rectangular filter provides the 
optimum receiver response for this case. 

In the time domain, this filter convolves the received ideal NRZ signal with a 
pulse of duration T = I / B .  In Fig. 4.15(a), this convolution has been carried out 
graphically resulting in a triangular output signal. Note that despite of the slow edges, 
the output signal is free of IS1 when sampled at the instant of maximum eye opening 
(dashed line in the eye diagram). In the frequency domain, the filter has a low-pass 
characteristics that can be calculated by taking the Fourier transform of a pulse of 
duration T = 1 / B .  The normalized transfer function turns out to be 

(4.60) 

The squared frequency response I H ( f ) I 2  is plotted in Fig. 4.15(b) on a lin-lin scale. 
The noise bandwidth of this response turns out to be BW, = B/2. (The 3-dB band- 
width is slightly less than this: B W ~ ~ B  = 0.443B.) The combination of a small noise 

'"The particular pulse y ( t )  = s in(nBt) / (nBt )  has a raised-cosine spectrum with 0% excess bandwidth. 
For the general case of pulses with a raised-cosine spectrum, see [42]. 
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bandwidth and the absence of IS1 are the characteristics of an ideal receiver response. 
However, the triangular eye shape implies that to avoid ISI, we have to sample exactly 
at the center of the eye. In other words, any sampling offset or sampling jitter will 
translate into a power penalty. [-+ Problem 4.181 

f 

Input: ‘ H ‘ ~ ’ 2  

output: 

Output Eye: 

812 B 2 8  

Fig. 4.75 Rectangular-filter receiveK (a) waveforms and (b) frequency response. 

Integrate and Dump. As we have already pointed out, the rectangular filter con- 
volves the received NRZ signal, x ( t ) ,  with a pulse of duration T = I / B .  This pulse 
is the filter’s impulse response, h ( t ) ,  which is one in the interval from t = 0 to T and 
zero everywhere else. We thus can write the output signal y ( t )  from the filter as 

00 

y ( t )  = h( t  - t ’ )  . x( t ’ )  dt’ = J I T  x ( t ’ )  dt’. (4.61) 

The expression on the right-hand side can be interpreted as the moving average of 
x ( t )  computed over the interval T .  In a receiver the output signal, y ( t )  will get 
sampled periodically by the decision circuit at the instant of maximum eye opening. 
The maximum eye opening occurs at the end of each bit period, t = n T ,  and thus the 
sampled signal for the nth bit is 

L 

(4.62) 

This expression suggests that the rectangular filter can be replaced by a circuit that 
integrates the received signal x ( t )  over the bit period T .  The resulting output samples 
y ( n T )  are the same as those given by Eq. (4.62). Note that we need to start the 
integration at the beginning of each bit period, and thus the integrator must be reset 
quickly at the end of each bit period (alternatively, two integrators can be operated in a 
ping-pong fashion). For this reason, this method is called integrate anddump [42, 831. 

The integrate-and-dump arrangement has the advantage that it lends itself well to 
monolithic integration. Its frequency response is well controlled and a decision circuit 
with “instantaneous” sampling can be avoided. Also, sampling occurs at the end of 
the bit period rather than in the middle, simplifying the clock-recovery circuit (data 
and clock edges are aligned). For CMOS implementations, see [I  64,1751. However, 
just like the rectangular-filter receiver, the integrate-and-dump receiver is optimum 
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only when receiving undistorted rectangular pulses with white noise, which is rarely 
the case in practice. 

A related issue is the implementation of the clock-recovery circuit for an integrate- 
and-dump receiver. If the integrate-and-dump mechanism is part of the decision 
circuit, standard techniques can be used. However, if the integrate-and-dump mecha- 
nism is part of the TIA, as proposed in 1561, it is less obvious how to obtain the phase 
information for the clock-recovery circuit. Note that in this case, a received signal 
independent of the clock signal is not available. One solution is to sample the analog 
output from the integrator three times per bit period: at the beginning, middle, and end. 
Then we compute the expression [ y  (n T + 1) - y (n T +0.5)1- [ y  (n T + 0.5) - y (n T I ] ,  
which becomes zero if the clock phase is adjusted correctly 11761. 

Raised-Cosine Filtering Example. To illustrate the concept of raised-cosine fil- 
tering, let’s make a simple example. We want to calculate the transfer function that 
transforms undistorted NRZ pulses into pulses with a full raised-cosine spectrum (this 
transfer function is called “NRZ to full raised-cosine filter” in Table 4.6). The full 
raised-cosine spectrum (a.k.a., raised-cosine spectrum with 100% excess bandwidth) 
is defined as [83] 

and HFRC( f )  = 0 for f 2 B. This spectrum guarantees that the (siric-like) output 
pulses are free of ISI. The spectrum of the incoming undistorted NRZ signal is 

(4.64) 

The transfer function of the desired receiver response is obtained by dividing these 
two spectra: 

The noise bandwidth of this response turns out to be BW,, = 0.564B, which is about 
13% larger than that of the rectangular filter. (The 3-dB bandwidth is BW3dB = 
0.580B.) Because both receiver responses produce an ISI-free output signal but the 
raised-cosine filtering response has a larger noise bandwidth, it is suboptimal in this 
case of ideal received NRZ pulses. As we pointed out earlier, raised-cosine filtering 
is most attractive when the received pulses are significantly broadened. Nevertheless, 
this NRZ to full raised-cosine filtering response and its associated Personick integrals 
are frequently encountered in the theoretical receiver literature. 

Bandwidth of a Receiver for RZ Signals. So far we have been talking about NRZ 
signals, but what about the optimum bandwidth of a receiver for a 50%-RZ signal? 

TEAM LinG



BANDWIDTH 81 

One way to approach this question is to observe that an RZ signal at bit rate B is 
like an NRZ signal at bit rate 2B, where every second bit is a zero. Thus, we would 
expect that the optimum bandwidth is about twice that for an NRZ signal, that is, 
B W ~ ~ B  M 4/3 . B .  Another way to approach this question is the matched filter view: 
because the spectral width of the RZ pulse is twice that of the NRZ pulse, we would 
expect again that we have to double the receiver bandwidth (from 0.443B to 0.886B). 
Finally, what does the raised-cosine approach recommend? Going through the math 
we find that we have to reduce the bandwidth from 0.58B for NRZ to 0.39B for 
RZ [62]! How can we explain this? Recall that the raised-cosine approach forces the 
same output pulses (namely sinc-like pulses) no matter whether the input consists of 
NRZ or RZ pulses. Therefore, the RZ receiver has to broaden the pulses more than 
the NRZ receiver, which explains the narrower bandwidth for the RZ receiver. 

In practice, we have the following options. One, use a wide-bandwidth receiver 
("- 1.33B), which results in a good sensitivity but requires a clock and data recovery 
(CDR) circuit that can deal with an RZ signal. In particular, the sampling instant 
must be well timed to sample the narrow RZ pulse at its maximum value. Two, use a 
narrow-bandwidth receiver that converts the received RZ signal into an NRZ signal 
permitting the use of a standard CDR; however, the RZ to NFU conversion lowers the 
signal amplitude significantly, leading to a suboptimal receiver sensitivity. Gaussian- 
like filters with a bandwidth of 0.375B are offered as low-cost RZ to NRZ converters. 

Minimum Bandwidth. When talking to a communication systems specialist, he 
may tell you that you need at least a bandwidth of B / 2 ,  the so-called Nyquist band- 
width, for IS1 free communication. What does that mean and how does it affect our 
receiver design? 

Let's assume that our received signal is not the usual NRZ signal, but a superposi- 
tion of sinc pulses of the form X ( T )  = sin( n B t ) / ( n  B t ) ,  known as Nyquistpulses. One 
such pulse is sent for each one bit and no pulse is sent for the zero bits at the bit rate B .  
This communication signal has some very desirable properties [42]: its spectrum is 
rectangular, that is, it is flat up to B/2 and then drops to zero immediately. In fact, this 
spectrum belongs to the raised-cosine family (raised-cosine spectrum with 0% excess 
bandwidth) and thus the signal is free of ISI. Note that this signal can be transmitted 
through a channel with a brick-wall low-pass response of bandwidth B/2 (and linear 
phase) without incumng any distortion. This is so because the rectangular spectrum 
multiplied by the brick-wall low-pass response yields the same (scaled) rectangular 
spectrum. Also note that this signal is strictly bandlimited to B/2.  A communication 
signal that has spectral components above B / 2  is said to have an excess bandwidth 
(usually specified in percents relative to B/2) .  For example, the Nyquist-pulse signal 
has a 0% excess bandwidth, whereas the ideal NRZ and RZ signals have an infinite 
excess bandwidth. Now, to receive this Nyquist-pulse signal optimally, we choose 
the frequency response of the receiver to match the signal spectrum: again, this is a 
brick-wall low-pass response with bandwidth B / 2  and, again, no IS1 is incurred as 
a result of this response. Note that, as in the case of the matched receiver for NRZ 
pulses, the noise bandwidth of this receiver is BW, = B/2 .  
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Does this mean that we need a 3-dB bandwidth of at least B / 2  to receive a bit stream 
at the rate B? No, the Nyquist bandwidth does not refer to the 3-dB bandwidth but 
to the absolute bandwidth, which is the bandwidth where the signal is completely 
suppressed, that is, we also could call it the oo-dB bandwidth. Even if the absolute 
bandwidth is less than B/2 ,  we can still receive an error-free bit steam, but the received 
signal will no longer be free of ISI. 

4.7 ADAPTIVE EQUALIZER 

The signal at the output of the receiver's linear channel invariably contains some ISI. 
This IS1 is caused, among other things, by dispersion in the optical fiber (modal, 
chromatic, and polarization mode dispersion) as well as the frequency response of 
the linear channel. In principle, it would be possible to remove this IS1 by making 
the linear channel perform a raised-cosine filtering operation as we discussed in 
Section 4.6, but in practice it usually is impossible to predict the precise input pulse 
shape on which raised-cosine filtering depends. The pulse shape varies with the length 
of the fiber link, the quality of the fiber, chirp of the laser, and so forth, and it may 
even change over time. For example, polarization-mode dispersion (PMD), which 
is significant in long-haul transmission at high speeds (10Gb/s or more) over older 
(already installed) fiber, changes slowly with time. For these reasons, it is preferred 
to use a linear channel that has a bandwidth of about 213. B ,  eliminating much of the 
noise, followed by an adaptive IS1 canceler. 

Decision-Feedback Equalizer. The optimum realization of the IS1 canceler is the 
Viterbi decoder, which performs a maximum-likelihood sequence detection of the 
sampled received signal based on a channel model. However, the implementation of 
such a decoder usually is too complex, and an equalizer is used instead. A popular 
equalizer type is the adaptive decision-feedback equalizer (DFE), which consists of 
two adaptivejinite impulse response (FIR) filters, one feeding the received signal to the 
decision circuit and one providing feedback from the output of the decision circuit, as 
shown in Fig. 4.16.' The DFE is a nonlinear equalizer because the decision circuit is 
part of the equalizer structure. In contrast to the simpler linear feed-fonuard equalizer 
(FFE), which consists of only the first FIR filter, the DFE produces less amplified 
noise. For a full treatment of the DFE and the FFE, see [33, 81, 2001. Note that the 
MA in Fig. 4.16 must be linear (usually implemented as an automatic gain control 
[AGC] amplifier) to prevent nonlinear signal distortions at the input of the equalizer. 

How does a DFE cancel ISI? From the input-signal waveforms in Fig. 4.17(a), we 
see how the bit before the bit currently under decision influences the signal value of 
the current bit. This disturbance is called postcursor ISI. If the preceding bit, that is, 
the decided bit, is a one. the signal levels of the current bit are slightly shifted upward 

"Here we use the term DFE for the combination of a precursor and postcursor equalizer. Note that other 
authors use the term DFE for the postcursor equalizer only and use the term FFE for the precursor equalizer. 
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Linear Chan. Precursor Eq. Postcursor Eq. 
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Fig. 4.76 The linear channel of Fig. 4.1 followed by an adaptive decision-feedback equalizer. 
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Fig, 4.77 (a) Postcursor and (b) precursor IS1 in the signal before the equalizer ( u g ) .  

compared with when the bit is a zero. This shift is marked in Fig. 4.17 with 6 2 ;  for the 
later analysis, the value of 82 is assumed to be normalized to the signal swing. So if 
we know the value of the decided bit and 62, we can remove the postcursor IS1 (at the 
instant of sampling) by making the necessary correction to the current signal level. 
This is exactly what the one-tap postcursor equalizer in Fig. 4.18 does. The decided 
bit y is available at the output of the decision circuit and is represented by the values 
{-1, 1). This bit is used to compute the correction c2 . y ,  where c2 = - 8 2 ,  which 
is then added to the current signal, thus compensating the postcursor ISI. Here we 
also can recognize a weakness of the postcursor equalizer: if a decision happens to 
be incorrect, it adds more IS1 to the signal at the input of the slicer, possibly causing 
further decision errors. This effect is known as errorpropagation. 

An alternative view of the the postcursor equalizer is that it acts as a slicer that 
adapts its threshold to the “situation.” From Fig. 4.17(a), we see that the optimum 
threshold level of the current (unequalized) bit is slightly above or below the centerline, 
depending on whether the previous bit was a one or a zero. This suggests that we 
should use feedback from the decided bit at the output of the decision circuit to control 
the threshold level. Of course, this “adaptive threshold” view and the “IS1 canceler” 
view are equivalent. 

Now there also is some influence from the bit after the bit currently under decision. 
This disturbance is called precursor ISI. This at first may sound like a violation 
of causality, but because a typical transmission system has a latency of many bits, 
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future under 
decision 

decided 

Fig. 4.18 Simple DFE to illustrate the operating principle. 

precursor IS1 is possible. The influence of the future bit on the current signal levels 
is shown in Fig. 4.17(b). If the future bit is a one, the signal levels of the current 
bit are slightly shifted upward (by 61). So if we know the value of the future bit 
and 81, we can remove the precursor IS1 by making the necessary correction to the 
current signal level. The 2-tap precursor equalizer shown in Fig. 4.18 does this by 
delaying the input signal by one bit period so it can look into the “future” of the 
decision circuit. The future bit x is available at the input of the equalizer and is 
represented by the values {-1, 1). This bit is used to compute the correction cj . x, 
where CI = -61, which is then added to the current signal thus compensating the 
precursor ISI. [+ Problem 4.191 

In practical equalizers, more taps than those shown in Fig. 4.18 are used to take 
the effects of additional bits before and after the current bit into account. 

Weight Adaptation. How can we find the tap weights (or filter coefficients) 
c1, c2, . . . that result in the least IS1 at the input of the decision circuit and how 
can we make them adapt to changing IS1 conditions in the input signal? First, we 
need to define a cost function that tells us how close we are to the desired optimum. 
One possibility is to use a so-called eye monitor at the input of the decision circuit that 
measures the vertical eye opening. Its complement, the eye closure, can serve as a 
cost function. An arrangement similar to that in Fig. 4.24 can be used to measure this 
eye closure. Another possibility is to run the signal at the input of the decision circuit 
through a slicer and to look at the difference between the slicer input and output. This 
difference is a measure of the error (or ISI) in the signal. The mean-square value 
of this difference, which is always positive, is a popular cost function. Yet another 
possibility is to look at the spectral density of the signal at the input of the decision 
circuit and to compare it with the desired density. In the case of an NRZ receiver, the 
desired spectrum is the function H N R Z ( ~ )  given in Eq. (4.64). 

Given the cost function, we now have to find a way to optimize all the tap weights 
( c ; )  based on the information contained in it. In the case of two weights, we can 
visualize the cost function as a two-dimensional hilly surface where the height z is 
the cost function and x, y are the weights. Our job is to find the point (x, y )  where 
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z is the smallest. A popular solution is to start at a convenient point on this surface 
and follow the gradient downhill. If we: don’t get stuck in a local minimum, we will 
eventually find the optimum for (x, y). This method is known as gradient descent. 
The gradient can be estimated, for example, by a procedure called weightperturbation 
(a.k.a. dithering) where, one after the other, each tap weight is perturbed slightly (in 
our two-weight example by A x  and Ay) and its effect on the cost function (Az) is 
registered. At the end of this somewhat tedious procedure, we have an estimate of 
the gradient (in our two-weight example, the gradient is [Az/Ax, Az/Ay]). Now we 
can update the weights by taking a small1 step in the direction of the negative gradient. 
In case we choose as our cost function the mean-square difference between the slicer 
input and output, there is an elegant and efficient optimization procedure known as the 
least-mean-square algorithm (LMS), which performs a stochastic gradient descent. 
In this algorithm, the difference between the slicer input and output, the error, is 
correlated to intermediate signals in the equalizer and the correlations subsequently 
are used to adjust the tap weights. 

lmplementation Issues. The equalizer for an optical receiver can be implemented 
in the digital or analog domain. For a digital implementation, the biggest challenge is 
the A/D converter, which samples and digitizes the signal from the linear channel. For 
a 10-Gb/s NRZ receiver, we need a converter with about 6 bits of resolution sampling 
at 10GHz. For an analog realization, the delays can be implemented with cascades 
of buffers and the taps with analog multipliers and current summation nodes. The 
challenge here is to achieve enough bandwidth and precision over process, supply 
voltage, and temperature. An analog 10-Gb/s DFE with 8 precursor taps and one 
postcursor tap is described in [20]. This equalizer can reduce the PMD induced power 
penalty at a differential group delay (DGD) of 70 ps from 8.5 dB to 2.5 dB. An analog 
IO-Gb/s FFE with 5 taps, which can compensate up to 50ps of DGD is described 
in [9]. 

When implementing a high-speed postcursor equalizer, the feedback loop that goes 
through the FIR filter, the summation node, and the decision circuit often presents 
a speed bottleneck. Fortunately, this loop can be removed by using parallelism, as 
shown in Fig. 4.19 for the example of a one-tap equalizer. Two parallel decision 
circuits are used: one is slicing for the case that the previous bit was a zero and the 
other one for the case that the previous bit was a one. Then a multiplexer in the digital 
domain selects which result to use. This and other speed optimization methods are 
described in [651. 

Another issue relates to the implementation of the clock-recovery circuit. Ideally, 
we would like to extract the clock signal from the equalized waveform, but note 
that in a DFE, this signal depends on the clock signal and its phase. If the clock 
phase is offset from the center of the eye, some decisions are likely to be incorrect. 
These errors introduce distortions in the equalized waveform, hampering an accurate 
clock extraction. Error propagation through the feedback path of the DFE exacerbate 
the problem further. Thus, clock recovery has to be performed either before the 
equalization (if there is little ISI) or else clock recovery and equalization must be 
combined carefully [ 1791. 
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Fig. 4.19 One-tap postcursor equalizer: 
speed implementation. 

(a) conceptual representation and (b) high- 

4.8 NONLINEARITY 

In Section 4.1, we introduced the linear channel as an abstraction for the TIA followed 
by an optional filter, followed by the main amplifier. How linear does this channel 
have to be? If the linear channel is followed directly by a decision circuit, as shown 
in Fig. 4.1, linearity is of little concern and we may even use a limiting amplifier 
for the MA. In this case, amplitude distortions do no harm as long as the crossover 
points of the signal with the decision threshold are preserved. Nevertheless, we have 
to make sure that the nonlinearity doesn’t introduce pulse-width distortions and jitter, 
which would reduce the horizontal eye opening. If the linear channel is followed 
by some type of signal processor, such as the equalizer shown in Fig. 4.16, linearity 
becomes important. In this case, we want to design the linear channel such that 
gain compression and other nonlinear distortions remain small. If the linear channel 
is part of a receiver for analog AM-VSB or QAM signals, as, for example, in a 
CATV/HFC application, then linearity is of foremost importance. In this case, we 
must design the linear channel such that the combined effects of harmonic distortions, 
intermodulation distortions, cross-modulation distortions, and so forth remain below 
the threshold of perception. 

In the following, we discuss how to characterize and quantify nonlinearity. A 
straightforward way to describe a nonlinear DC transfer curve y = f ( x )  is by ex- 
panding it into a power series: 

where A is the small-signal gain and a; are the normalized power-series coefficients 
characterizing the nonlinearity. Note that A . a0 represents the output-referred offset 
and that a1 = 1 because, for convenience, all coefficients have been normalized to the 
small-signal gain. The nonlinear AC characteristics could be described by writing 
Eq. (4.66) as a Volterra series in which the small-signal gain becomes frequency 
dependent, A ( f ) ,  and the coefficients ai become kernels in the frequency domain: 
a2(f1, f2 ) ,  as(f1, f2, f3), and so forth, but in the following analysis, we assume that 
the frequency dependence is weak and that the coefficients can be taken to be constant. 
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Gain Compression. A simple measure of nonlinearity is the loss of gain experi- 
enced by large signals relative to the small-signal gain. For an input signal swing- 
ing from -X  to X ,  we find the broadband large-signal gain with Eq. (4.66) to be 
[ y ( X ) - y ( - X ) ] / [ X - ( - X ) ]  = A.( l  + a 3 . X 2 + a 5 . X 4 + .  ..). Whennormalized 
to the small-signal gain A,  we obtain the expression 

1 + ag . x2 + a5 . x4 + . . . , (4.67) 

which describes how the broadband large-signal gain varies with signal strength X .  
For practical amplifiers, ag usually is negative, meaning that the gain reduces for 
large signals. 

To discuss the narrowband large-signal gain, we take the input signal as a sine 
wave x(t) = X . sin(2nft) with amplitude X and frequency f .  With Eq. (4.66) 
we find that the output signal contains harmonic components at f, 2 f ,  3 f ,  and so 
forth. Specifically, the output-signal components at the frequency f are y ( t )  = 
A . ( 1  + 314 . ag . X 3  + 518 . a5 . X 5  + . . .) . sin(2n f t ) ;  thus, the narrowband large- 
signal gain is A . (1 + 314 . ag . X 2  + 518 . as . X 4  + . . .). When normalized to the 
small-signal gain A, we obtain the so-called gain compression (GC) as a function of 
the input amplitude X :  

GC = I + 314 ' a3 . . X 2  + 518 . U S  . X4 + . . . . (4.68) 

Note that for negative values of ag and as, the narrowband gain is somewhat larger than 
the broadband gain, that is, filtering out the harmonic distortion products increases the 
swing of the output signal. Frequently, the input amplitude X for which GC = - 1 dB 
(0 .89~)  is specified, this amplitude is known as the I-dB gain compression point. 

Harmonic Distortions. A more sophisticated measure of nonlinearity in broadband 
circuits is the harmonic distortion. Again, we take the input signal as a sine wave 
x(t) = X ' sin(2n f t )  with amplitude X and frequency f .  As we know, the output 
signal contains harmonic components at f, 2 f ,  3 f ,  and so forth. For small signals 
X ,  the most significant output-signal components at the frequencies 2 f and 3 f are 
y(t) = A . [-1/2 . a2 . X 2  . cos(4nft) - 1/4 . ag . X 3  . sin(6nf) + . . .I. Now, 
the nth-order harmonic distortion HDn is defined as the ratio of the output-signal 
component (distortion product) at frequency n f to the fundamental at f .  Thus, for 
small signals X, we find the following expressions 134, 821: 

HD2 1 / 2 .  la21 . X ,  

HD3 x 114. Jag1 . X 2 .  

(4.69) 

(4.70) 

From these expressions, we note that a 1 -dB increase in the input signal X causes a 
1 -dB increase in HD2 and a 2-dB increase in HD3. In general, higher-order harmonics 
depend more strongly on the input signal amplitude: the nth-order harmonic distortion 
product is proportional to X" , or equivalently, the nth-order harmonic distortion, 
HDn, is proportional to X"- ' .  In practice, often only HD2 and HD3 are considered 
because the higher-order harmonics drop off very rapidly for small signals. Also 
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note that the nth-order harmonic distortion originates from the nth-order coefficient 
in the power series. This means that for a differential circuit, which has small even- 
order coefficients, HD2 usually is small compared with HD3. Often, total harmonic 
distortion (THD) is used to describe the nonlinearity with a single number: 

THD = JHD22 + HD3’ + . . . . (4.7 1) 

The THD can be expressed as a percentage value (distortion products as a fraction 
of the fundamental amplitude) or in dE3 using the conversion rule 20 log THD. The 
input dynamic range of an amplifier can be specified, for example, as the maximum 
value of X for which THD 5 1%. 

lntermodulafion Distortions. In CATVMFC applications, the input signal to the 
linear channel is not a single sine wave but contains many frequency components 
(camers). This means that we also have to be concerned about intermodulation 
distortions in addition to the harmonic distortions. Let’s start with the simple two-tone 
case, that is, we apply a superposition of two equally strong sine waves at frequencies 
f~ and f2 to the input of the channel: x ( t )  = X . [sin(2nflt) + sin(2nf2r)I. With 
Eq. (4.66), we find that the output signal contains two second-order intermodulation 
products at f 1  + f;! and If1 - f21 and four third-order intermodulation products 
at 2f1 + f2 ,  2 f 1  - f2,  2f2 + f ~ ,  and 2f2 - f l .  Interestingly, the two second- 
order products have the same amplitude, and all four third-order products have equal 
amplitudes (among themselves) as well. In analogy to the harmonic distortion, we 
define the intermodulation distortion IMDn as one of the (equally strong) nth-order 
distortion products in the output signal normalized to one of the two (equally strong) 
fundamental tones. It turns out that the second- and third-order intermodulation 
distortions for the two-tone case are [82] 

IMD2 X la21 . X ,  

IMD3 x 314. la31 . X 2 ,  

(4.72) 

(4.73) 

where X is the amplitude of one of the two (equally strong) tones at the input; as usual, 
for the approximations to be valid, we assume that this amplitude is small. Compared 
with the harmonic distortions in Eqs. (4.69) and (4.70), we find the same dependence 
on the amplitude X and power-series coefficients ai. However, the ZMD2 is twice 
(6 dB) as strong as HD2, and the IMD3 is three times (9.5 dB) as strong as HD3. In 
addition to the intermodulation products, of course, we still have the harmonic dis- 
tortion products corresponding to each tone. Figure 4.20 summarizes all the second- 
and third-order distortion products for the two-tone case. [+ Problem 4.201 

RF engineers, who design narrow-band systems, typically worry only about the 
third-order intermodulation products 2fl  - f2  and 2f2 - f ]  , which fall back into the 
band of interest (see Fig. 4.20). The other intermodulation and harmonic distortion 
products are “out of band” and can be ignored. In this situation, the value X for which 
IMD3 = 1 (extrapolated from ZMD3(X) where IMD3 << 1) is commonly used as 
a measure of the input dynamic range and is known as the input-referred 3rd-order 
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2x (6 dB) 

Broadband Domain 

Fig. 4.20 Second- and third-order distortion products caused by two tones with frequencies 
fl = 9 and f2 = 10 in conjunction with a nonlinearity. 

intercept point (IIP3). Unfortunately, life is more difficult for the broadband engineer 
and we have to worry about all those distortion products. Actually, so far we looked at 
only the two-tone case, and things become more complicated as we add more tones. 

Now let's add a third tone at the frequency f 3 .  Again, we get n harmonic distortion 
products for each one of the three tones at the frequencies n f l  , n f 2 ,  and n f ? .  Then, we 
get second-order intermodulation products at all permutations of 1 fi f f i I (6 products 
in total). Then, we get third-order intermodulation products at all permutations of 
2fi f f ,  (12 products in total). But we are not finished; we also get third-order 
intermodulation products at all combinations of I f ]  f f 2  f f31 (4 products in total). 
These products are the so-called triple bears and they are twice as strong as the two- 
tone third-order intermodulation products. For small signals, the triple-beat distortion 
can be written as 

(4.74) TBD3 FZ 312 . la31 . X 2 .  

Note that this triple-beat distortion is twice (6.0 dB) as strong as the ZMD3 distortion 
and six times (15.6 dB) as strong as the third-order harmonic distortion, HD3. 

Composite Distortions. In a CATVD-IFC system with, say, 80 TV channels, the 
broadband signal contains 80 carriers, each one playing the role of a tone in the above 
analysis. All these carriers produce a huge number of harmonic and intermodulation 
products in the presence of a nonlinearity. To measure the effect of these products 
on a particular channel, this channel is turned off while all the other channels are 
operating. Then, the composite distortion products falling into the turned-off channel 
are measured. Usually, all channels are tested in this way to find the worst-case 
channel with the most distortion products. In the North American Standard channel 
plan, the carriers are spaced 6 MHz apart and are offset 1.25 MHz upward from 
multiples of 6 MHz. As a result of this offset, all even-order products fall 1.25 MHz 
above or below the carriers, whereas all odd-order products fall on the carriers or 
2.5MHz above or below the carriers. Thus, the composite even- and odd-order 
products have different effects on the picture quality and can be measured separately 
with the appropriate bandpass filters [23]. 

The composite even-order products usually are dominated by second-order in- 
termodulation products. When normalized to the carrier amplitude, they are called 
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composite second order (CSO) distortion. The composite odd-order products usu- 
ally are dominated by triple-beat products. When normalized to the carrier amplitude, 
they are called composite triple beat (CTB) distortion. These composite distortions 
can be calculated by summing the power of the individual distortions (assuming 
phase-incoherent carriers). In the case of equal-power carriers, we can write 

CSO = 6. IMD2 % 6. la21 . X ,  (4.75) 

CTB = & . TBD3 % .3 /2  . (a3 I . X 2 ,  (4.76) 

where NCSO and NCTB are the number of second-order intermodulation products 
and triple-beat products, respectively, falling into the turned-off channel. These beat 
counts can be fairly high12; for example, in an 80-channel system, the maximum 
NCSO is 69 and occurs for channel 2, whereas the maximum NCTB is 2,170 and 
occurs for channel 40 [132]. CSO and CTB usually are expressed in dBc, that is, 
dB relative to the carrier amplitude, using the 20 log CSO and 20 log CTB conversion 
rules, respectively. The National Association of Broadcasters recommends that both 
CSO and CTB should be less than -53dBc for analog TV [132]. CATV amplifiers 
usually are designed for a CSO and CTB of less than -70 dBc. 

4.9 JITTER 

So far we talked about how noise and IS1 affect the signal voltage at the decision circuit 
and how we have to set the decision threshold to minimize bit errors. However, the 
decision process not only involves the signal voltage, but also the signal timing. In 
Fig. 4.21, we see how the decision process is controlled by a decision threshold voltage 
VDTH as well as a sampling instant t ~ .  The decision threshold voltage slices the eye 
diagram horizontally, whereas the sampling instant slices the eye diagram vertically. 
The two slicing lines intersect at the so-called decision point. IS1 and noise not only 
occur in the signal voltage domain, but also in the time domain. IS1 in the time domain 
is known as dutu-dependent jitter (DDJ), and noise in the time domain is known as 
random jitter (IU). We can characterize IS1 and noise with a histogram of the voltage 
values at the sampling instant (Fig. 4.21, right), and similarly, we can characterize 
(data-dependent and random) jitter with a histogram of the zero-crossings relative to 
the decision threshold voltage (Fig. 4.21, bottom). 

Data-Dependent and Deterministic Jitter. Data-dependent jitter is produced 
when the signal edge moves slightly in time, depending on the values of the sur- 
rounding bits. For example, the sequence ". . . 110" may have a falling edge that is 
a little bit retarded relative to the sequence ". . ,010.'' As a result, the eye diagram 
contains double edges. Data-dependent jitter is caused for example by (i) an insuf- 
ficient bandwidth, (ii) an insufficient phase linearity, (iii) baseline wander due to an 

'*Arou,ohestimateisNcS~(rnax) x N / 2 a n d N c ~ ~ ( m a x )  x 3/8.N2,whereN isthenumberofchannels. 
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Fig. 4.21 
random jitter. 

Eye diagram at the input of the decision circuit with ISI, noise, deterministic, and 

insufficient low-frequency cutoff, (iv) reflections on cables due to an impedance mis- 
match, and (v) a TIA or MA operated beyond its overload limit. The histogram of 
(pure) data-dependent jitter is bounded and usually is discrete (non Gaussian), similar 
to the histogram of IS1 in the signal voltage domain. Because of its boundedness, 
data-dependent jitter can be specified by its peak-to-peak value 

Data-dependent jitter belongs to a larger class of jitter known as deterministic jitter 
(DJ) [107]. This class also includes periodic jitter (PJ) and bounded uncorrelated 
jitter, which can arise as a result of crosstalk from other signal lines or disturbances 
from the power and ground lines. Furthermore, it includes duty-cycle distortion jitter, 
which occurs if the rising and falling edges do not cross each other (on average) at 
the decision threshold voltage. Note that we similarly could extend the concept of IS1 
by defining a class of “deterministic signal disturbances” that includes ISI, crosstalk, 
power/ground bounce, and so forth. Like data-depended jitter, deterministic jitter is 
bounded and can be specified by its peak-to-peak value t;:. 

Random Jitter. Random jitter, as the name implies, is random, that is, it is not 
related to the data pattern or any other deterministic cause. Random jitter is pro- 
duced, for example, by noise on signal edges with a finite slew rate. The finite slew 
rate translates the signal voltage uncertainty into a timing (zero-crossing) uncertainty. 
Random jitter also is caused by carrier mobility variations due to instantaneous tem- 
perature fluctuations. The histogram of (pure) random jitter can be well approximated 
by a Gaussian distribution similar to the histogram of noise in the signal voltage do- 
main.13 Because of that, random jitter usually is specified by its rms value ti?, which 
corresponds to the standard deviation of its Gaussian distribution. 

I3Note, however. that the distribution of random jitter originating from the noise voltage on the signal 
edges is limited by the rise and fall times, that is, the tails of the Gaussian are clipped. 
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Total Jitter. A typical jitter histogram, as shown in Fig. 4.21, contains both types 
of jitter. The inner part of the histogram is the result of deterministic jitter, the 
Gaussian tails are the result of random jitter. Mathematically, the total histogram is 
the convolution of the histogram due to deterministic jitter with the histogram due 
to random jitter. In this case of composite jitter, it is less obvious how to specify 
the amount of jitter. Some commonly used methods to quantify ?oral jitter (TJ) are 
as follows: 

0 Specify the peak-to-peak value as it appears in the histogram of the total jitter, 
?:;, and also specify how many samples were taken. The latter is important 
because the peak-to-peak value increases with the number of samples taken 
(due to the random jitter component). 

0 Perform a so-called BERT scan using a bit-error rate test set (BERT). In this 
measurement, the BERT is used to observe the BER while scanning the sam- 
pling instant tS horizontally across the eye. The BER is low when sampling at 
the center of the eye and goes up when approaching the eye crossings to the left 
and right; hence, this curve is known as the bathtub curve (cf. Appendix A). 
The total jitter amount, $;, is defined as the separation of the two points, to 
the left and the right of the eye crossing, where the bathtub curve assumes a 
specified BER such as 

0 Decompose the total jitter into a random and a deterministic part, then specify 
the random jitter as an rms value, tr, and the deterministic jitter as a peak- 
to-peak value, ?::. Unfortunately, decomposing the two types of jitter is tricky 
and often is not very accurate. The following two methods can be used. First, 
test the system with a clock-like pattern to determine the random jitter. Then, 
test the system with a repetitive data pattern to determine the data-dependent 
jitter. The averaging feature of the oscilloscope can be used to suppress random 
jitter in the latter measurement. A second method is to obtain the total jitter 
histogram and to fit two Gaussians to its tails. The standard deviations of the 
Gaussians provide an estimate for the random jitter. The separation of the 
means of the Gaussians provide an estimate for the deterministic jitter. 

The peak-to-peak value of the total jitter for a given BER can be related to its 
deterministic and random jitter components as follows: 

(4.77) 

Note that because the worst-case deterministic and random jitter normally do 
not coincide, the above equation only provides an upper bound for the total 
jitter. For example, given a deterministic jitter of 0.3 UI peak-to-peak and a 
random jitter of 0.02 UI rms, we can conclude that the total jitter is less than 
0.58 UI peak-to-peak, if we refer it to BER = (or if we collect about 
1012 samples for the histogram). 

[+ Problem 4.211 
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Jitter Bandwidth. The jitter we discussed so far is so-called wideband jitter. It 
also is possible, and required by some standards, to measure jitter in a specified jitter 
bandwidth. For example, SONET OC-48 defines that the jitter must be measured in 
the 12 kHz to 20 MHz bandwidth. How do we do that? Should we pass the data signal 
through a filter with the specified bandwidth and then measure the jitter? No, we are 
not supposed to filter the signal itself, but the jitter of the signal! Figure 4.22 illustrates 
the difference between the data signal (vo) and its jitter ( t J )  with an example. The 
jitter tJ of a given data edge is defined as its deviation from the ideal location. In 
the upper graph, these deviations are indicated with bold lines; in the lower graph, 
the same deviations are represented by dots together with an interpolation (dashed 
curve). It is the frequency content of that lower signal that we are interested in. 

Fig. 4.22 Data signal with jitter (upper curve). Dependence of the edge jitter on time 
(lower curve). 

Conceptually, jitter can be filtered with a phase-locked loop (PLL) with well- 
defined jitter transfer characteristics and very low jitter generation, called golden 
PLL. For example, to remove high-frequency jitter we can run the data signal into 
a golden PLL with a jitter transfer characteristics of OdB and a bandwidth equal 
to the desired jitter bandwidth. Now, the recovered clock from the PLL contains 
only the low-frequency jitter and we can determine its value by displaying the jitter 
histogram of the clock signal on a scope. To determine jitter in a passband, we can 
use a second golden PLL with a bandwidth equal to the lower comer of the desired 
jitter bandwidth. This PLL also is fed by the data signal, but its output is used to 
trigger the scope. Because the scope input and the trigger input both get the same 
amount of low-frequency jitter, it is suppressed (a common-mode signal in the time 
domain) and only the desired high-frequency jitter appears in the  jitter histogram. 

In practice. a so-called jitter analyzer can be used to measure the jitter in the 
desired bandwidth. Alternatively, a time interval analyzer can be used to measure the 
time intervals between zero crossings of the data signal. From the statistics of these 
time intervals, it is possible to calculate the power-density spectrum of the jitter [ 1073. 
Finally, a spectrum analyzer can be used to measure the phase noise of a clock-like 
data pattern. From the spectral noise data, it is possible to calculate the time-domain 
rms jitter in the desired bandwidth [ 1071. 

Data VS. Clock Jitter. So far we have been talking about jitter in data signals, but 
jitter also affects clock signals such as the sampling clock at the decision circuit. This 
so-called sampling jitter can be visualized as a random deviation of the sampling 
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instant t S  from its ideal location. If the sampling jitter is uncorrelated with the data 
jitter, it causes an increase in BER, which can be described by a power penalty. 
However, if the sampling jitter tracks the data jitter, the receiver performance is 
improved. The latter occurs, for example, if the sampling clock is recovered from 
the data signal with a PLL and the data jitter is within the jitter transfer bandwidth of 
the PLL. 

How do we define and specify clock jitter? First, we have to realize that we 
defined the data jitter t J with respect to a reference clock signal. For the eye diagram 
in Fig. 4.21, we implicitly assumed a reference clock as trigger source, and in Fig. 4.22 
the reference clock appears in the form of the ideal edge locations shown as vertical 
dashed lines. In practice, the reference clock often is provided by the pulse pattern 
generator used to generate the test data signal (cf. Appendix A). Now, clock jitter 
can be defined in the same way, that is, relative to a reference clock signal. This 
type of clock jitter is known as absolute jitter and we use t J (n)  to indicate the time 
deviation of the nth rising (or falling) clock edge relative to the reference clock. Just 
as discussed for the data jitter, we can represent tJ (n)  as a histogram, separate it into 
random and deterministic components, specify it by rms or peak-to-peak values, and 
filter it in the frequency domain. 

However, in practice a reference clock may not be available, and therefore it is 
more convenient, in the case of clock signals, to use the period jitter and cycle-to- 
cycle jitter measures. Period jitter is the deviation of the clock period relative to 
the period of the reference clock and can be expressed in terms of absolute jitter as 
tJ ( n  + 1) - tJ (n) .  Note that this jitter can be measured by triggering an oscilloscope 
on one clock edge and by taking the histogram of the subsequent edge of the same 
type (rising or falling). Cycle-to-cycle jitter is the deviation of the clock period 
relative to the previous clock period and can be expressed in terms of absolute jitter 
as [rJ(n + 1) - t J (n ) ]  - [ tJ (n )  - tJ (n  - l)]. For example, if the absolute jitter on 
the clock edges is uncorrelated (white jitter), then the rms period jitter is f i x  the 
absolute jitter and the rms cycle-to-cycle jitter is A x  the absolute jitter. 

Jitter and BER. When we discussed the BER of a receiver in Section 4.2, we 
considered only noise in the signal voltage at the input of the decision circuit as a 
source of bit errors. After the above discussion, it should be clear that the BER also is 
affected by jitter. Just like noise may cause the sampled voltage to be on the “wrong 
side” of the decision threshold voltage, random jitter may cause the edge to move 
past the sampling instant such that one bit is sampled twice while the adjacent bit is 
ignored. In general, we have to consider noise, ISI, and the different types of jitter 
jointly to calculate the BER accurately. Fortunately, in practice, the BER usually 
is mostly determined by the signal voltage noise and our discussion in Section 4.2 
remains valid. However, it is important to know how low the jitter has to be, such 
that it does not significantly impact the BER of the receiver. 

To answer the above question, we now calculate the BER assuming that there is 
deterministic and random jitter but no voltage noise at all. The CDR in the receiver 
is characterized by a jitter tolerance, that is, the maximum amount of peak-to-peak 
jitter, t&, it can tolerate without making errors (or for which the BER is very low). 
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An ideal CDR would be able to tolerate at least one bit period of jitter (t$&L = 1 /  B ) ,  
but in practice the setup and hold time of the decision circuit, the sampling jitter, and 
so forth limit the jitter tolerance (at high jitter frequencies) to a lower value. After 
subtracting from this jitter tolerance, $$oL, the deterministic jitter, t;;, we are left 
with the margin for the random jitter. In analogy to the discussion in Section 4.2, the 
BER due to jitter becomes 

tPl) 

(4.78) JTOL - Gauss(x) d x  with Q > 
2 ‘  t ; y  . 

Note that because the worst-case deterministic and random jitter normally do not 
coincide, the above equation only provides an upper bound for the BER (or a lower 
bound for Q). Furthermore, the accuracy of the relationship depends on how well the 
random jitter follows a Gaussian distribution. With Eq. (4.78) we find, for example, 
that a jitter tolerance of 0.7 UI combined with a deterministic jitter of 0.3 UI peak-to 
peak and a random jitter of 0.02 UI rms results in a BER of less than ( Q  > 10). 
Thus, for this jitter scenario, the BER is almost exclusively determined by the signal 
voltage noise, in agreement with our previous assumption. 

Finally, note that data jitter observed in the receiver also may originate in the 
transmitter or the regenerators along the way. Limiting the jitter generation in the 
transmitter is important, and we return to this issue in Section 8.1.7. 

4.10 DECISION THRESHOLD CONTROL 

The optimum decision threshold (slice level) is at the point where the probability 
distributions of the zero and one bits intersect (cf. Fig. 4.3). In the case that the noise 
distributions have equal widths, the optimum slice level is centered halfway between 
the zero and one levels. This slice level is attained automatically in an AC-coupled 
receiver, given a DC-balanced signal and no circuit offsets. If there is more noise 
on the ones than the zeros, for example because of optical amplifiers or an APD, 
the optimum slice level is below the center (see Fig. 4.23) and a simple AC-coupled 
receiver produces more errors than necessary. [+ Problem 4.221 

One way to address the latter issue is to make the slice level variable and manually 
to adjust it until optimum performance is reached. An intentional offset voltage in 
the decision circuit or the preceding MA can be used for this purpose. This method 
is called slice-level adjust and we discuss its implementation in Section 6.3.3. 

Slice-level adjust is fine, but it would be more convenient to have a system that 
automatically adjusts the slice level for the lowest possible bit-error rate. Moreover, 
an automatic mechanism has the advantage that it can track variations in the signal 
swing and noise statistics over time, making the system more robust. This automatic 
method is called slice-level steering. It can be extended to find not only the optimum 
slice level but also the optimum sampling instant and is then known as decision-point 
steering [67, 1701. 

The difficulty in finding the optimum slice level automatically is that we normally 
can’t determine the BER, which we seek to minimize, from the received bit sequence 
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BER t Pseudo Slice Level 
Main Slice Level 

Fig. 4.23 Optimum decision threshold for unequal noise distributions. 

only.I4 However, there is a trick: we can use an eye monitor to measure the so-called 
pseudo bit-error rate and can minimize the latter. This scheme can be implemented 
by simultaneously slicing the received signal at two slightly different levels: a main 
slice level and a pseudo slice level (see Figs. 4.23 and 4.24). The output from the main 
slicer (the decision circuit) is the regular data output; the output from the pseudo slicer 
is identical to that of the main slicer, except for the pseudo errors. Any discrepancy 
between the two bit streams is detected with an XOR gate and is counted as a pseudo 
error. Figure 4.23 illustrates the resulting pseudo BER. It can be seen that the pseudo 
BER and the actual BER have almost identical minima, thus minimizing the pseudo 
BER also minimizes the actual BER. Now, the controller in Fig. 4.24 performs the 
following steps: (i) put the pseudo slice level a small amount above the main level and 
measure the pseudo BER; (ii) put the pseudo slice level below the main level by the 
same small amount and measure the pseudo BER again; and (iii) adjust the main slice 
level into whichever direction that gave the smaller pseudo BER. Iterate these steps 
until both pseudo BERs are the same and you have found a close approximation to 
the optimum slice level. (The smaller the difference between main- and pseudo-slice 
level, the better the approximation.) 

4.1 1 FORWARD ERROR CORRECTION 

We found in Section 4.2 that we need an SNR of about 17 dB to receive an NRZ bit 
stream at a BER of lo-'*. Can we do better than that? Yes we can, if we use error- 
correcting codes. A simple (but impractical) example of such a code is to send each 
bit three times. At the receiver, we can analyze the (corrupted) 3-bit codewords and 
correct single-bit errors. For example, if we receive the code word '101,' we know 

14An important exception occurs for systems with forward error correction (cf. Section 4.1 1). In such 
cases, we not only have a good estimate of the BER at the decision circuit, but we also know if errors 
occurred mostly on zeros or ones. This information can be used directly to control the slice level. 
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Fig. 4.24 The linear channel of Fig. 4.1 followed by a circuit for slice-level steering. 

that an error occurred and that the correct code word is most likely ‘ 1 1 1 .’ This method 
of adding redundancy at the transmitter and correcting errors at the receiver (without 
repeat requests) is known asfonvarderror correction (FEC). In practice, sophisticated 
codes such as the Reed-Solomon (RS) code and the Bose-Chaudhuri-Hocquenghem 
(BCH) code are used. 

By how much can we lower the SMR requirements if we use FEC? Shannon’s 
channel capacity theorem (a.k.a. information capacity theorem) asserts that with suf- 
ficient coding, error-free transmission over a channel with additive white Gaussian 
noise is possible if 

(4.79) 

where B is the information bit rate and BW is the channel bandwidth [42]. To get a 
rough estimate for the potential of FEC, let’s assume that we use Nyquist signaling, 
which requires a channel bandwidth of BW = B/(2r), where B l r ,  is the channel 
bit rate, that is, the bit rate after coding with the code rate r. Solving Eq. (4.79) for 
SNR, we find SNR = 22r - 1, thus with r = 0.8, the necessary SNR is just 3.1 dB. 
That’s about 14 dB less SNR than what we need without coding! Therefore, FEC is a 
powerful technique, which is commonly used in ultra-long-haul optical transmission 
systems such as undersea lightwave systems. It permits more noise accumulation and 
eye closure for a given transmit power while maintaining a low BER. 

B 5 B W .  (1 + log2 SNR), 

FEC Based on Reed-Solomon Code, A typical FEC system, often used in 
SONET systems [53] and based on the Reed-Solomon code RS(255,239), operates 
as follows: the data stream into the encoder, the so-called payload, is cut up (framed) 
into blocks of 238 data bytes. A framing byte is appended to each data block, making 
it a 239-byte block. This block is then encoded with the RS(255,239) code, which 
adds 16 bytes of redundancy, producing a 255-byte block. Before transmitting the 
encoded block, it is run through a so-called 16x interleaver. This means that rather 
than transmitting a complete 255-byte block at a time, one byte is transmitted from 
the first block, then one byte from the second block, and so forth, until block 16 is 
reached; then the process continues with the next byte from the first block, and so 
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forth. Interleaving spreads burst errors, which may occur during transmission, into 
multiple received blocks, thus increasing the error-correcting capacity for bursts. 

The encoder described above increases the transmitted bit rate by 7% (255/238 = 
15/14 = 1.071), which is equivalent to saying that the code rate r is 14/15 = 
0.933. This means that slightly faster hardware is needed in the transceiver front-end. 
However, the benefit of the code is that up to 8 byte errors can be corrected per block,15 
thus significantly lowering the BER. Furthermore, thanks to the interleaving, burst 
errors up to 1024 bits in length (16 x 8 x 8) can be corrected. The precise improvement 
in BER depends on the incoming BER and the distribution of the bit errors in the 
received signal. In a typical transmission system with FEC based on RS(255,239), an 
incoming BER of (i.e., BER at the output of the decision circuit) can be boosted 
to after error correction. This is an improvement of eight orders of magnitude! 
[+ Problem 4.231 

Coding Gain. The performance of an FEC code can be discussed graphically with 
the so-called wategall curves shown in Fig. 4.25. The x-axis shows the SNR at 
the input of the decision circuit, which is equal to Q2 for the case of additive noise 
(cf. Eq. (4.12)), and the y-axis shows the BER. One curve, labeled “Uncorrected,” 
shows the BER at the input of the decoder and the other curve, labeled “Corrected,” 
shows the BER at the output of the decoder. The first curve (“Uncorrected”) corre- 
sponds directly to the integral in Eq. (4.8), which also is tabulated in Table 4.1. At the 
output of the decoder, the BER is lower, as can be seen from the second curve (“Cor- 
rected”). The more this curve is pushed to the lower left relative to the uncorrected 
curve, the better the FEC code works. For example, let’s assume that the incoming 
BER is BERi, = whereas the outgoing BER is BER,,, = lo-’’. According 
to Table 4.1, the incoming BER corresponds to &in = 3.719. Now, we could say 
that to get BER,,, = lo-’’ without coding we would need Qout = 7.035. Thus, the 
addition of FEC relaxed the SNR requirement by Qzut/Q;n, which in our example 
is 5.5 dB. This quantity is known as the coding gain.’6 Note that the coding gain 
depends on the desired BEROut, as can be seen from Fig. 4.25. 

It could be argued that the coding gain as calculated above is not quite fair. This 
is so because without coding, the bit rate would be somewhat lower, which would 
permit us to reduce the bandwidth of the receiver and thus the rms noise. To be more 
specific, we could reduce the receiver bandwidth by the code rate r and, assuming 
white noise, the rms noise by f i ; thus, Qin would improve to &in/&. It is common 
to distinguish between the gross coding gain as defined above (Q~,,/&;,) and the net 

”In general, an RS(n,k)  code with a block length of n symbols and a message length of k symbols can 
correct (n  - k ) / 2  symbol errors. 
161t is most common to define coding gain as the reduction in SNR requirement at the input of the decision 
circuit, as we did it here. However, sometimes coding gain is defined a.. the improvement in uprical 
sensitivity of the receiver, which is Qout/&in (cf. Eq. (4.20)), corresponding to 2.8dB in our example. 
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fig. 4.25 Waterfall curves on a log-log scale describing the performance of an FEC code. 

electrical coding gain (NECG), which is defined as 

NECG = r , - G u t  

Q i  
(4.80) 

and takes the bit rate increase into account. In the above example, the gross coding 
gain is 5.5dB, whereas the NECG is 5.2dB assuming r = 14/15. In Section 4.2, 
we have introduced Eh/No? an SNR-type measure that includes a normalization with 
respect to the code rate: &/No = Q2/ (2r )  (cf. Eq. (4.15)). Thus, we can express 
NECG conveniently as the ratio of two ‘ebno’s 

(4.81) 

where (Eb/NO)in = Q?J(2r) is needed to achieve BERout with FEC and 
(Eb/No)out = Qiu,/2 is needed to achieve BEROut without FEC. Thus, if we plot 
the waterfall curves as a function of &/No rather than Q or SNR, the horizontal 
displacement directly represents the NECG. 

Soft-Decision Decoding. An FEC system that corrects errors based on the binary 
values from the decision circuit, as we discussed it so far, is known as a hard-decision 
decoder. Although many transmission errors can be corrected in this way, more errors 
can be corrected if the analog values of the received samples are known. This is so 
because the confidence with which the bit was received can be taken into account when 
correcting errors. The latter system is known as a sof-decision decoder [33, 811. 

Typically, a soft-decision decoder achieves about 2 dl3 more coding gain than a 
hard-decision decoder. Soft-decision decoding is particularly attractive when used 
with a family of codes known as turbo codes or the so-called low-densityparity-check 
codes (LDPC) [12,42]. 

Front-End implementation Issues. In general, the use of FEC in a transmission 
system has little impact on the front-end circuits, which are the focus of this book. 
However, the following considerations must be kept in mind. First, the bit rate 
increases from a few percents up to about 25% for high-performance codes. Thus, 
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more bandwidth and faster hardware is required. Second, the CDR must be able to 
recover the clock from a very noisy signal corresponding to a BER of the order of 

Third, if soft-decision decoding is used, a multilevel slicer is required. 
Figure 4.26 shows a receiver in which the linear channel of Fig. 4.1 is followed 

by a slicer with four different output states (similar to a 2-bit flash A/D converter) to 
permit some degree of soft-decision decoding. The four states correspond to “hard 
zero,” “soft zero,” “soft one,” and “hard one,” They can be encoded into two bits such 
that one bit represents the likely bit value and the other bit the confidence level. Of 
course, a soft-decision decoder with more than two bits can be built, but most of the 
benefit is realized with the simple 2-bit implementation (about 1.5 dB improvement 
in coding gain). The slicer outputs are fed into the decoder logic, which detects and 
corrects the errors. Note that the MA in Fig. 4.26 must be linear to preserve the analog 
sample values, and thus usually is realized as an AGC amplifier. 

Linear Chan. Soft-Decision Decoder ---------- I,----------------------------- 
I 

I I  
I I  
I 1  
I I  

4.12 SUMMARY 

The noise of the receiver (and other sources) disturbs the data signal to be received; 
occasionally, the noise’s instantaneous value becomes so large that a bit error occurs. 
The two main contributions to the receiver noise are (i) the amplifier noise (mostly 
from the transimpedance amplifier m A ] )  and (ii) the detector noise. For the case in 
which the receiver noise can be modeled as additive Gaussian noise, there exists a 
simple mathematical expression that relates the bit-error rate (BER) to the peak-to- 
peak signal swing and the rms value of the noise. 

The electrical sensitivity is the minimum input signal (peak-to-peak) needed to 
achieve a specified BER. The optical receiver sensitivity is the minimum optical in- 
put power (averaged over time) needed to achieve a specified BER. The electrical 
sensitivity depends on the total input-referred receiver noise. The optical sensitivity 
depends on the total input-referred receiver noise, detector noise, and detector re- 
sponsivity. Whereas the noise of a p-i-n photodetector has little impact on the optical 
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sensitivity, the noise of an avalanche photodetector (APD) or optically preamplified 
p-i-n detector is significant. In optically amplified lightwave systems for ultra-long- 
haul transmission, the concept of sensitivity is replaced by the concept of optical 
signal-to-noise ratio (OSNR). The total input-referred noise of a receiver is calcu- 
lated by integrating the output-referred noise spectrum at the decision circuit and 
then referring it back to the input. Alternatively, Personick integrals can be used to 
compute the total input-referred noise from the input-referred noise spectrum. 

A power penalty describes the reduction in optical sensitivity as a result of a 
system impairment such as a decision-threshold offset at the receiver, dispersion 
in the fiber, or a finite extinction ratio at the transmitter. The optimum receiver 
bandwidth for non-return-to-zero (NRZ) modulation is about 2/3 of the bit rate. The 
optimum frequency response of the receiver depends on the shape of the received 
pulses. An adaptive equalizer can be used to cancel intersymbol interference (ISI) 
and automatically respond to varying received pulse shapes. 

For digital modulation schemes, such as NRZ or return-to-zero (RZ), linearity 
of the receiver and transmitter are of secondary importance; however, for analog 
modulation, as used in CATV/HFC applications, linearity is critical. IS1 and noise 
appear not only in the signal domain but also in the time domain, where they are 
known as data-dependent jitter and random jitter, respectively. In systems with APDs 
or optical amplifiers, the optimum decision threshold is somewhat below the halfway 
point between the zero and one levels. In this situation, either a manual slice-level 
adjustment or an automatic decision-point steering scheme can be used to optimize 
the performance. Some transmission systems use forward error correction (FEC) to 
boost the BER performance. One advanced type of FEC decoder (the soft-decision 
decoder) requires the receiver to have a multilevel slicer instead of the regular binary 
decision circuit. 

4.13 PROBLEMS 

4.1 Filtered Detector Noise. Assume that the impulse response of the linear chan- 
nel, h ( t ) ,  is always zero except during the time interval [0 . . . t] .  Under what 
conditions can Eq. (4.5) be simplified to V Z p D ( f ,  t )  = I H ( f ) I 2  . Z:.pD(f, t)? 

4.2 BER for the Case of Unequal Noise. Derive the BER for the case of unequal 
Gaussian noise distributions on the zeros and ones as given by Eq. (4.10). 
Approximate the optimum threshold voltage assuming that it is strongly deter- 
mined by the exponential factors o'f the Gaussians. 

4.3 SNR Requirement for the Case of Unequal Noise. Let 6 be the ratio between 
the rms noise on the zeros and the ones of an ideal NRZ signal. Now, derive a 
more general relationship between SNR and Q than the one given by Eqs. (4.12) 
and (4.13). Assume Gaussian noise distributions and equal probabilities for 
zeros and ones. 

TEAM LinG



102 RECEIVER FUNDAMENTALS 

4.4 SNR Requirement for RZ Modulation. (a) Derive the (continuous-time) SNR 
requirement for an ideal RZ signal with duty cycle (c = 1 corresponds to 
NRZ) such that it can be detected at a specified BER. Assume additive Gaussian 
noise and equal probabilities for zeros and ones. (b) What is the SNR value for 
= 0.5 and BER = (c) What is the requirement for the sampled SNR 

given an RZ signal? 

4.5 SNR Requirement for Finite-Slope NRZ Modulation. (a) Derive the 
(continuous-time) SNRrequirement for an NRZ signal with linear slopes where 
each slope occupies the fraction 6 < 1 of a bit period such that it can be detected 
at a specified BER. Assume additive Gaussian noise and equal probabilities for 
zeros and ones. (b) What is the SNR value for c = 0.3 and BER = 10-l2? 
(c) What is the requirement for the sampled S N R  given a finite-slope NRZ 
signal? 

4.6 SNR Requirement for PAM-4. (a) Derive the SNR requirement for an ideal 
PAM-4 signal such that it can be detected at a specified BER. Assume additive 
Gaussian noise and that all symbols are equally likely. (b) What is the SNR 
value for BER = 

4.7 &/No and SNR. (a) Derive the relationship between the at the input 
of the linear channel and the SNR at the output of the linear channel. Assume 
that the linear channel only limits the noise but does not attenuate the signal. 
(b) Under which circumstances become &/No and SNR identical? 

4.8 Sensitivity for Finite Extinction Ratio. Equation (4.21) specifies the receiver 
sensitivity assuming an optical signal with high extinction ratio. Generalize 
this equation assuming that the power for the zeros is not 0 but PO = P1 IER, 
where PI is the power for the ones and ER is the extinction ratio. 

4.9 Sensitivity of p-i-n Receiver. Engineers use the following rule to estimate the 
sensitivity of a p-i-n receiver: 

PSens.p~,v  [dBm] FZ -21.53dBm + lolog iLymp [PA]) ( (4.82) 

- 

- 10 log (R [A/W]) 

Explain the origin of this equation. What is the meaning of -21.53 dBm? 

4.10 Sensitivity of p-i-n Receiver with Finite OSNR. Calculate the sensitivity 
of a p-i-n receiver assuming that the received optical signal contains noise 
from in-line amplifiers. The latter noise is specified by the OSNR. Neglect 
shot and spontaneous-spontaneous beat noise. (a) What is the sensitivity in 
the limit OSNR + co? (b) What minimum OSNR is required given a high 
received power? 

4.11 Sensitivity of Optically Preamplified Receiver. The sensitivity in Eq. (4.29) 
takes only amplifier and signal-spontaneous noise into account. Derive a more 
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precise expression that includes the effect of spontaneous-spontaneous noise. 
(a) Write &ens.OA as a function of SASE. (b) Write Eens ,o~  as a function of the 
optical noise figure k ,  which is defined in Eq. (3.23). 

4.12 OSNR Requirement for NRZ Receiver. The approximation in Eq. (4.32) 
takes only signal-spontaneous noise into account. Derive a more precise ex- 
pression that includes the effect of spontaneous-spontaneous noise. Write Q 
as a function of OSNR. 

4.13 Sensitivity vs. OSNR. Show that the sensitivity analysis leading up to Eq. (4.31) 
is equivalent to the OSNR analysis based on Eqs. (4.32) and (4.33). 

4.14 Quantum Limit. Consider the following “alternative derivation” of the quan- 
tum limit in Eq. (4.36). We start with the sensitivity of a p-i-n receiver in 
Eq. (4.27), set the amplifier noise to zero (i;“& = 0) ,  insert the responsivity 
of an ideal p-i-n detector (Eq. (3.2) with q = l), and use the optimum noise 
bandwidth of a receiver matched to NRZ pulses, BW, = B/2, (cf. Section 4.6), 
which leads us to 

(4.83) 

Compared with Eq. (4.36), we halve a Q2 term instead of the - ln(2 . BER) 
term. Given BER = we find Q2 = 49, whereas - ln(2 . BER) = 27. 
Explain the discrepancy! 

4.15 Personick Integral. Assume that the input-referred noise spectrum contains a 
term that increases linearly with frequency: I : ( f )  = (YO + a1 f + a2 f ’. To 
describe the effect of this term on the total input-referred noise, a Personick 
integral I f  is introduced such that ,i: = (YO . I 2  B + a1 ‘ I f  B2 + a2 . I3 B3. How 
is I f  related to the frequency response ( H ( f ) l ?  

4.16 Power Penalty due to Finite Extinction Ratio. Calculate the power penalty 
incurred when transmitting a nonzero power level for the zero bits. Assume 
that the power for the zeros is PO = PI IER, where PI is the power for the ones 
and ER is the extinction ratio. 

.- 

4.17 Power Penalty due to ISI. Calculate the power penalty incurred when passing 
an ideal NRZ waveform through (a) a first-order low-pass filter and (b) a second- 
order Butterworth low-pass filter. Assume that the filtered signal is sampled at 
the instant of maximum eye opening. (c) How large are the power penalties for 
B W ~ ~ B I B  = 113,213, and 413 for each filter? 

4.18 Rectangular-Filter Response. Calculate the transfer function of the rectan- 
gular filter (magnitude and phase). This filter has an impulse response h ( t ) ,  
which is one in the interval from 0 to 1/B and zero everywhere else. 

4.19 Feed-Forward Equalizer. Calculate the transfer function of the 2-tap precur- 
sor equalizer shown in Fig. 4.18. How large is the magnitude of this transfer 
function at DC and f = B/2? 
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4.20 Second-Order Distortions. Given the nonlinear transfer function in Eq. (4.66) 
with ai = 0 for i 2 3 and the two-tone input signal x ( t )  = X . [sin(wlt) + 
sin(wt)], calculate the output signal. How large are the distortion products 
and the output offset? 

4.21 Jitter Histogram. An NRZ signal has transitions with ideal timing except for 
data patterns ending in “. . . 010,” in which case the falling edge is advanced by 
A T ,  and for data patterns ending in “. . . 101 ,” in which case the rising edge is 
advanced by A T .  (a) How does the jitter histogram look like and how large is 
the peak-to-peak jitter, tgT? (b) Now let’s add Gaussian random jitter with the 
rms value tz to the NRZ signal. How does the jitter histogram look now? 

4.22 Optimum Slice Level. Assume that the sampled voltage values 210 for the zeros 
and ones follow the arbitrary Probability distributions Zero( uo) and One(uo), 
respectively, and that the zeros and ones occur with equal probability. What 
slice level VDTH leads to the lowest BER? 

4.23 Forward Error Correction. At the input of the FEC decoder we have BER = 
the bit errors are random and independent (no bursts). For simplicity, 

assume that the probability for two or more errors in the same byte is very 
small. What is the BER at the output of the RS(255,239) decoder? 
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Trans impedance Amp1 ijie rs 

In this chapter, we focus on the transimpedance ampl@er (TIA). We start by in- 
troducing the main specifications of this amplifier. Then, we discuss TIA circuit 
concepts in a general and, as much as possible, technology-independent manner. 
Subsequently, we illustrate these concepts with practical implementations in a broad 
range of technologies. We conclude with a brief overview of product examples and 
current research topics. 

5.1 TIA SPECIFICATIONS 

In the following, we discuss the main specifications of the TIA: the transimpedance, 
the input overload current, the maximum input current for linear operation, the input- 
referred noise current, the bandwidth, and the group-delay variation. For a discussion 
of S parameters, see Appendix C. 

5.1.1 Transimpedance 

Figure 5.1 shows the input current i~ and the output voltage uo of a TIA with single- 
ended and differential outputs. Figure 5.2. illustrates the relationship between uo  and 
iI with an example. 

105 
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Fig. 5.1 Input and output signals of (a) single-ended and (b) differential TIA. 

Fig. 5.2 DC transfer function of a (single-ended) TIA. 

Definition. 
per input current change, Ail: '  

The transimpedance, Z T ,  is defined as the output voltage change, Avo, 

Thus, the higher the transimpedance, the more output signal is produced for a given 
input signal. The transimpedance is specified either in units of C2 or dBC2. In the latter 
case, the value in dBQ is calculated as 20 l O g ( z T /  Q); for example, 1 kQ corresponds 
to 60dBQ. 

When operated with a small AC signal, the TIA's transfer function is fully described 
by the frequency-dependent transimpedance 1 ZT ( f )  I and the frequency-dependent 
phase shift @(f) between the input and the output signal. A generalization of the 
transimpedance defined in Eq. (5.1) to the complex quantity ZT = l Z ~ l  . exp(j@) 
captures both aspects. Note that this complex quantity can also be expressed as 
ZT = V o / l , ,  where V, is the output voltage phasor and l i  is the input current phasor. 
In the case where ZT is real, usually at low frequencies, the transimpedance also is 
known as the transresistance, R T .  

The transimpedance usually is specified for an input signal that is small enough 
such that the transfer function can be regarded as linear. For larger input signals, the 
transfer function becomes nonlinear (compressive), as illustrated in Fig. 5.2, which 

'The term trunuimpedance derives from the older term transfer intpedance, which indicates that the voltage 
and current defining the impedance are measured at two different ports. In contraqt, the term driving point 
impedance indicates that the defining voltage and current are measured at the same port. 
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causes the transimpedance to drop. Fin,ally, for very large input signals, pulse-width 
distortion and jitter may set in (cf. Section 5.1.2). 

Some TIAs have differential outputs, as shown in Fig. 5.l(b), and therefore the 
output voltage can be measured single endedly, uo = vop or uo = ZION, or differ- 
entially, uo = uop - ZION.  It is important to specify which way the transimpedance 
was measured because the differential transimpedance is twice as large as the single- 
ended one. 

Most high-speed TIAs have 5042 outputs. These outputs must be properly termi- 
nated with 5042 resistors when measuring the transimpedance or else the value will 
come out too high. 

Typical Values. In general, it is desirable to make the transimpedance of a TIA 
as high as possible because a high transimpedance relaxes the gain and noise re- 
quirements for the subsequent main amplifier (cf. Section 6.2). However, we see in 
Section 5.2.2 that there is an upper limit to the transimpedance that can be achieved 
with the basic shunt-feedback topology. This limit depends on many factors, includ- 
ing the bit rate and the technology used. For higher bit rates, it is harder to obtain a 
high transimpedance while meeting the required bandwidth. Therefore, we typically 
see lower transimpedance values for lO-Gb/s parts than for 2.5-Gb/s parts. Typical 
values for the differential transimpedanc:e are 

2.5Gb/sTIA: RT = 2.0ki2. . .4.0kQZ, (5.2) 

10Gb/s TIA: RT = 500 i2 .. .2.0ki2. (5.3) 

Much higher transimpedance values than these can be found in some commercial 
TIA chips (cf. Table 5.2). These chips contain a post amplifier that follows the basic 
shunt-feedback 'MA and boosts the overall transimpedance. We discuss this topology 
in Section 5.2.5. 

5.1.2 Input Overload Current 

The input signal current il into the TIA (supplied by either a p-i-n photodetector or an 
avalanche photodetector [APD]) is shown schematically in Fig. 5.3. It is important to 
distinguish between the signal's peak-to-peak value ifp and its average value 21. In 
the case of a DC-balanced non-return-to-zero ( N U )  signal with high extinction, as 
illustrated in Fig. 5.3, the peak-to-peak value is twice the average value: iyp = 2Tl. 

it 

il - -- --- --- 
0 t 

0 1 0 0 1 1 0  

Fig- 5.3 TIA input signal current: peak-to-peak value and average value. 
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Definition. Many TIAs produce severe pulse-width distortion and jitter for large 
input signals. These undesirable distortions cause the bit-error rate (BER) of the 
receiver to increase rapidly with received power (cf. Figs. 4.5 and 4.6). For some 
critical input signal, the BER will go above the specified value such as This 
critical signal current, measured peak-to-peak, is called the input overload current, 
iE$ of the TIA. For i;' > iE$ the TIA is said to be overloaded. The overload current 
also defines the upper end of the TIA's dynamic range. 

Typical Value. The input overload current required for a TIA can be derived from 
the largest expected optical signal, puvl, at the receiver input: i$ > 2RFuvl, where 
R is the photodetector responsivity and a DC-balanced signal with high extinction is 
assumed. For example, assuming the largest optical signal at the receiver is 0 dBm 
(e.g., given by the SONET OC-48 intermediate reach specification [ 1881) and a re- 
sponsivity of 0.8 A/W, then the minimum required overload current is i$ = 1.6 mA 
peak-to-peak. 

5.1.3 Maximum Input Current for Linear Operation 

Another specification for the input signal is the maximum input current for linear 
operation, i::. This current is always smaller than the overload current i::l. 

Definition. Several definitions for i:: are in use. For example, we can define i;: 
as the peak-to-peak input current for which the transimpedance drops by 1 dB (about 
11%) below its small-signal value. Alternatively, if: can be defined as the peak-to- 
peak input current for which the output swing reaches 80% of its fully limited value. 
In analog CATV/HFC applications, harmonic and intermodulation distortions are of 
great significance, and hence i;: is defined such that these distortions remain small 
(cf. Section 4.8). 

A TIA with a fixed transimpedance, R T ,  must have a large output voltage swing to 
accommodate.a high ii:. In particular, the output swing must be larger than RT . ii: 
to avoid signal compression. Alternatively, the transimpedance can be made adaptive 
such that its value reduces for large input signals (cf. Section 5.2.4). 

Typical Values. For digital (e.g., SONET) receivers that perform linear signal pro- 
cessing, such as equalization, on the TIA's output signal, the requirements for i;: are 
similar to those for i:rl discussed before, that is, around I mA peak-to-peak. In other 
applications, where the TIA's output signal is processed by a (nonlinear) limiting 
amplifier, i:: is uncritical and can be as small as I0 y A. 

5.1.4 Input-Referred Noise Current 

The input-referred noise current is one of the most critical TIA parameters. Often the 
noise of the TIA dominates all other noise sources (e.g., the noise from the photode- 
tector, main amplifier, etc.) and therefore determines the sensitivity of the receiver 
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(i.e., the lower end of the receiver's dynamic range). However, in optically amplified 
long-haul transmission systems, the noke contributed by the optical amplifier(s) often 
becomes so large that the TIA noise becomes less critical. 

Definition. Figure 5.4(a) shows a noiseless TIA with an equivalent noise current 
source, i r Z . ~ 1 ~ ,  at the input. This current source is chosen such that, together with the 
noiseless TIA, it reproduces the output noise of the actual noisy TIA. The current 
provided by the equivalent noise current source also is known as the input-referred 
noise current. 

Noiseless 
TIA 1 7' 

Fig. 5.4 (a) Input-referred noise current and (b) typical power spectrum. 

Two points must be made about this definition. First, because the noise model in 
Fig. 5.4(a) consists of only a noise current source (rather than a noise current and a 
noise voltage source), the value of the input-referred noise current depends on the 
source impedance. The source impedance is determined mostly by the photodetector 
capacitance, and hence this capacitance must be specified when quoting the input- 
referred noise current. Second, in the case of a TIA with differential outputs, we have 
to decide if we should choose the input-referred noise current such that it reproduces 
the single-ended output noise or the differential output noise. These two noise currents 
are not necessarily the same. They are equal only if all the output noise is contained in 
the differential mode (and the common mode is noise free), that is, if the two single- 
ended noise voltages are fully anticorrelated. For example, in simulations with a 
particular differential TIA design, the input-referred rms noise current was found to 
be 30% higher when reproducing the single-ended rather than the differential output 
noise. For a differential-output TIA, it is reasonable to define the input-referred 
noise current such that it reproduces the differential output noise, because the TIA 
presumably will drive the next block differentially. [-+ Problem 5.11 

The input-referred noise current in Pig. 5.4 can be quantified in a number of 
different ways. 

0 Input-Referred Noise Current Slpectrum. The power spectral density of the 
input-referred noise current, I[ f ), or the input-referred noise current spec- 
trum for short, is illustrated schematically in Fig. 5.4(b). Note that this power 
spectrum is measured in pA2/Hz (the square root of this spectrum, I,*.TIA (f), 
is measured in PA/&) and typically consists of a white part, an f2 part at 
high frequencies, and possibly a l/f part at low frequencies. In Section 5.2.3, 
we analyze the shape of this spectrum in more details. Because this spectrum 
is not white, it cannot be characterized by a single number, but instead a graph 
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must be provided. To compare the noise performance of different TIAs, it is 
necessary to look at the whole spectrum up to about 2x the TIA's bandwidth. 
(Remember, in Section 4.4 we showed that the relevant noise bandwidths of 
a TIA can be about twice the 3-dB bandwidth.) Furthermore, note that the 
sensitivity of the TIA does not depend solely on this noise spectrum, but also 
is affected by the TIA's frequency response I ZT ( f )  I. 

0 Input-Referred RMS Noise Current. Another measure for the input-referred 
noise current that relates directly to the sensitivity and can be expressed by a 
single number (in nA) is its rms noise value, iim;IA. As we discussed at length 
in Section 4.4, this input-referred rms noise current, or total input-referred 
noise current, is determined by dividing the rms output noise voltage by the 
TIA's midband transimpedance value. The rms output noise voltage, in turn, 
is obtained by integrating the output-referred noise spectrum and taking the 
square root. Thus, we have 

>2BW 

iThA = - ' /l I Z T ( f ) 1 2 ' 1 ; . T A ( f f )  d f ,  (5.4) 
RT 

where l Z ~ ( f ) l  is the frequency response of the transimpedance and RT is 
its midband value (cf. Eq. (4.37)). For analytical calculations, the integration 
can be carried out to infinity; for simulations (and measurements), it usually 
is enough to integrate up to about 2x the TIA's bandwidth, after which the 
contributions to the rms output noise become negligible. Note that the input- 
referred rms noise current iny;IA directly determines the (electrical) sensitivity 
of the TIA (cf. Eq. (4.18)): 

it{& = 2~ . iimiIA, (5.5) 

and therefore this noise measure is a good metric to compare different TIAs 
(designed for the same bit rate). Furthermore, iLm$,A usually is the main contri- 
bution to the linear-channel noise, iT&,, and thus has a major impact on the 
electrical sensitivity of the receiver. 

0 Averaged Input-Referred Noise Current Density. Sometimes the input- 
referred noise current is described by the averaged input-referred noise cur- 
rent density. This quantity is defined as the input-referred rms noise current, 
ir;,A, divided by the square-root of the TIA's 3-dB bandwidth. It is impor- 
tant to realize that this is different from averaging the input-referred noise 
spectrum, (f), over the TIA's bandwidth. For example, in simulations 
with a particular 10-Gb/s TIA design, the input-referred noise current spec- 
trum, I n . ~ l ~ ,  averaged over the 3-dB bandwidth of 7.8 GHz was found to be 
15.4 PA/& (incorrect way to determine the averaged input-referred noise), 
whereas the input-referred rms noise divided by the square-root of the band- 
width turned out to be 18.0 PA/& (correct way to determine the averaged 
input-referred noise). For the same design, the input-referred noise current 
spectrum at 100 MHz was as low as 8.8 p A / a .  

[+ Problem 5.21 
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Typical Values. Typical values for the input-referred rms noise current seen in 
commercial parts are 

2.5 Gb/s TIA: iLm$A = 380 nA, (5.6) 

10Gb/s TIA: i;mAA = 1,400nA. (5.7) 

The lO-Gb/s parts are almost 4 x  as noisy as the 2.5-Gb/s parts. In Section 5.2.3, we 
discuss the dependence of ir$IA on the bit rate in more detail. 

5.1.5 Bandwidth and Group-Delay Variation 

Definition. TheTIA bandwidth, B W ~ ~ B ,  is defined as the (upper) frequency at which 
the transimpedance l Z ~ ( f ) l  dropped by 3dB below its midband value. This band- 
width also is called the 3-dB bandwidth1 to distinguish it from the noise bandwidth. 

The bandwidth specification alone dales not say anything about the phase of ZT ( f  ). 
We know that even if the frequency response I ZT ( f )  I is flat up to a sufficiently high 
frequency, distortions in the form of dlata-dependent jitter may occur if the phase 
linearity of Z T ( ~ )  is insufficient. A common measure for phase linearity is the 
variation of the group delay with frequency. The group deZay, t, is related to the 
phase, @, as t ( w )  = -d@/dw. 

As we know from Sections 4.6 and 4.9, the bandwidth and group-delay variation 
are important parameters determining tlhe amount of IS1 and jitter introduced by the 
TIA. Moreover, the bandwidth also affects the amount of noise picked up by the 
receiver. A well-controlled bandwidth (e.g., independence of the received power) is 
particularly important in optically amplified transmission systems. In these systems, 
the BER and the signal-to-noise ratio (SNR) strongly depend on the optical signal- 
to-noise ratio (OSNR) and the electrical receiver bandwidth (cf. Eq. (4.32)). 

Typical Values. The desired 3-dB bandwidth of a TIA depends on which bandwidth 
allocation strategy is chosen for the receiver (cf. Section 4.6). If the TIA sets the 
receiver bandwidth, its bandwidth is chosen around 0.6B to 0.7B. If the receiver 
bandwidth is controlled in another way (e.g., with a filter), a wider TIA bandwidth 
around 0.9B to 1.2B is chosen: 

2.5 Gb/s TIA: 

10 Gb/s TIA: 

Bw’dB = 1.5 GHz . . . 3  GHz. 

B W ~ ~ B  = 6.0 GHz . . . 12 GHz. 

(5.8) 

(5.9) 

Typically, a group delay variation, AT,  of less than f 10% of the bit period ( f O .  1 UI) 
over the specified bandwidth is required to limit the generation of data-dependent 
jitter. This corresponds to 

2.5Gb/s TIA: IAtl < 40ps, (5.10) 

10Gb/sTIA: [ A t 1  < lops. (5.1 1 )  
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5.2 TIA CIRCUIT CONCEPTS 

In the following, we discuss TIA circuit concepts in a general and, as much as possi- 
ble, technology-independent manner. This includes the shunt-feedback architecture 
and variations thereof, noise optimization procedures, offset control, and special tech- 
niques for burst-mode and analog TIAs. Additional information on TIAs can be found 
in [6]. 

5.2.1 Low- and High-Impedance Front-Ends 

The shunt-feedback TIA is by far the most popular circuit for converting a small 
photodetector current into a voltage signal. But before turning to this circuit, we 
want to mention the two alternative circuits shown in Fig. 5.5, which are known 
as the low-impedance front-end and the high-impedance front-end. Both front-ends 
essentially consist of just a resistor from the photodetector to ground. In the case 
of the low-impedance front-end, this resistor typically is 50 a, whereas for the high- 
impedance front-end, it is much larger than 50a. Note that the low-impedance 
front-end inherently features a 50-f2 output, whereas the high-impedance front-end 
must be followed by a buffer to provide a 5042 output. 

Fig. 5.5 (a) Low-impedance and (b) high-impedance front-end. 

Let’s consider the low-impedance front-end first. The 50-R resistor converts the 
photodetector current if into a voltage vg following Ohm’s law: vo = 50 L? il. Note 
that, although completely passive, this simple circuit qualifies as a transimpedance 
amplifier with the transimpedance Rj- = 50 L?. (One may argue, however, that the 
prefix “trans” is not appropriate because the input and output are represented by the 
same node.) A first drawback that we recognize here is the low transimpedance value 
and thus the small output voltage produced by this front-end for small detector cur- 
rents.2 Another drawback is the significant noise current associated with the small 
5042 resistor. The input-referred noise current spectrum is white and is given by the 
thermal resistor noise I,,.res = d m ,  which is about 18 PA/& for R = 50 
(neglecting important noise contributions from the subsequent buffer or amplifier). 

21f the low-impedance front-end is loaded by an amplifier with 50-S2 inputs, its transimpedance reduces to 
7-5 Q. To keep the discussion simple, we assume here that both front-ends are driving capacitive loads only. 
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On the plus side, the low-impedance front-end has a large bandwidth. For example, 
assuming a photodetector capacitance of Co = 0.15 pF and an external load capaci- 
tance of the same value, the bandwidth is a respectable 11 GHz. [+ Problem 5.31 

To get around the problems of the low-impedance front-end, we may consider 
increasing the value of the resistor, which brings us to the high-impedance front-end. 
Assuming a resistor of 500 52 as shown in Fig. 5.5(b), the transimpedance increases 
to RT = 500 52, a reasonable value for a lO-Gb/s TIA. The noise improves, too, 
and is now down to 5.8 PA/& (neglecting important noise contributions from 
the subsequent buffer or amplifier). But unfortunately, the bandwidth reduces to 
a mere 1.1 GHz, way too little for a lO-Gb/s TIA. It is possible to enhance the 
bandwidth of the high-impedance front-end by following it with an equalizer that 
boosts the high frequencies. However, there is another problem with this front-end 
concerning the input overload current. Assuming a peak-to-peak current of 2 mA 
from the photodetector and a supply voltage of 5 V, the reverse bias voltage of the 
photodetector drops from 5 V to 4 V whenever a one bit is received (or, in the case of 
insufficient bandwidth, whenever a run of zeros is followed by a run of ones). This 
reduced reverse bias may not be sufficient for the detector to work at speed and may 
cause signal distortions. In addition, the large 1-V swing may overload the input 
stage of the subsequent equalizer. More generally, if the maximum permissible input 
voltage swing is zJfi’o,,l, then the input overload current is given by i:fl = zJffov,/R, 
where R is the front-end resistor. 

Is there a way to get a high transimpedance, a large bandwidth, a high input overload 
current, and low noise all at the same time? Yes, the shunt-feedback transimpedance 
amplifier, which we treat next, is the answer to this question. 

Before leaving this section, it is worth mentioning that the low-impedance front- 
end has an interesting application in high-speed receivers for which active electronic 
components such as TIAs and MAS are not yet available. In this case, the received sig- 
nal is first amplified optically (e.g., with an erbium-doped fiber amplifier [EDFA]) to 
a fairly high power level and then is detected with a passive low-impedance front-end. 
For example, given an amplified optical power level of +10 dBm, R = 0.8 A/W, and 
RT = 25 S2, the output signal from the low-impedance front-end is about 400 mVpp, 
enough to drive a clock and data recovery circuit (CDR) directly. 

5.2.2 Shunt Feedback TIA 

Simple Analysis. The circuit of the basic shunt-feedback TIA is shown in Fig 5.6. 
The photodetector is connected to the input of an inverting voltage amplifier, which 
has a feedback resistor RF leading from its output to the input. The current from the 
photodetector flows into R F ,  and the amplifier output responds in such a way that the 
input remains at virtual ground. As a result, the output voltage is uo x - R F  . i f ,  
and thus the transimpedance is approximately R F .  Note that because of the virtual 
ground presented by the amplifier input, the photodetector reverse bias voltage is 
fairly independent of the detector current, a prerequisite for good overload behavior. 

Now let’s analyze the frequency response. For now we assume that the feedback 
amplifier has an infinite bandwidth; later we drop this assumption. The voltage 
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RF t 
R,=- 

A + l  

fig. 5.6 Basic shunt-feedback transimpedance amplifier. 

gain of the inverting amplifier is - A  and its output resistance is zero. The input 
capacitance of the amplifier is CI and the input resistance is taken to be infinite, a 
good assumption for an FET amplifier. Because the photodetector capacitance, C D ,  
and the input capacitance, C I  , appear in parallel (from an AC point of view), we can 
combine them into a single capacitance CT = C D  + C I  . Given these assumptions, 
we can calculate the frequency-dependent transimpedance as 

1 
Z T ( S )  = - R T .  (5.12) 

1 + s / w p >  

where 

A + 1  

RFCT 
wp = -. 

(5.13) 

(5.14) 

Equation (5.13) confirms our earlier observation that the transimpedance RT is ap- 
proximately equal to the feedback resistor R F ,  given a gain A much larger than unity. 
The 3-dB bandwidth of the TIA follows from Eq. (5.14) as 

(5.15) 

This means that the bandwidth is A + 1 times larger than that of a high-impedance 
front-end with resistor RF and total capacitance C T .  This bandwidth improve- 
ment can be understood in terms of the circuit's closed-loop input resistance, RI 
(cf. Fig. 5.6). Because of the feedback action, the input resistance is A + 1 times 
smaller than R F : 

RF 
A + l '  

RI = - (5.16) 

In turn, the pole wp is sped up by the factor A + 1 over the situation without feed- 
back amplifier. 

The low input resistance of the shunt-feedback TIA also improves its input overload 
current. For a given input signal current, the input voltage swing is A + 1 times smaller 
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than that of a high-impedance front-end. Conversely, given the maximum permissible 
input voltage swing 4POVl, the input overload current is A + 1 times larger: 

(5.17) 

Alternatively, we can express the input overload current in terms of the maximum 
permissible output voltage swing e.O,,l, which yields 

(5.18) 

The voltage swings 4” and are limited by a number of mechanisms. For example, 
an insufficient reverse voltage across the photodetector can cause a slow response. 
Also, an insufficient voltage drop across a current-source transistor in the feedback 
amplifier can lead to a reduced bias current and a slow response. Finally, in an 
implementation with bipolar junction iransistors (BJTs), a large voltage swing can 
cause some base-collector diodes to become forward biased, that is, to enter saturation, 
resulting in signal distortions. The TIA’s overload current is given by either Eq. (5.17) 
or (5.18), whichever expression is smaller. 

It is interesting to note that the shunt-feedback topology also reduces the output 
resistance of the TIA. So far, we assumed that the feedback amplifier has a zero output 
impedance, but in a practical implementation, it is nonzero. When the feedback loop 
is closed, this output impedance is reduced by a factor A + 1 for frequencies less than 
1/(2x . R F C T ) .  [+ Problem 5.41 

The improved bandwidth and input overload current are the main reasons for 
the popularity of the shunt-feedback TIA. In summary, this circuit features a high 
transimpedance (RT  zz R F )  and a low input-referred noise current density = 
~ ~ T / R F  plus the noise contributions from the feedback amplifier, which we discuss 
in Section 5.2.3), similar to those of the high-impedance front-end, but a much better 
bandwidth and input overload current, comparable with those of the low-impedance 
front-end. But note that to realize all these advantages, we need a feedback amplifier 
with the necessary bandwidth, gain, low noise, and so forth. 

Effects of Finite Amplifier Bandwidth. In the following, we consider a more 
realistic feedback amplifier model. Let’s replace our infinite-bandwidth amplifier with 
one that has a single dominant pole with the time constant TA , a good approximation 
for a single-stage amplifier. The 3-dB bandwidth of this amplifier, not to be confused 
with the 3-dB bandwidth of the TIA, is given by fA = 1/(2n . TA) .  Now, the open- 
loop frequency response, IAopen(~)I,  has two poles, as shown in Fig. 5.7. The high- 
frequency pole at 1 / TA is due to the fel-dback amplifier and the low-frequency pole 
at I / ( R F C T )  is due to the low pass fornned by RF and CT. In a second-order system 
like this, we have to watch out for undesired peaking in the closed-loop frequency 
response. Peaking in the frequency domain corresponds to ringing (or overshoot) in 
the time domain, which degrades the eye quality. Given the above feedback amplifier 
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model, we can calculate the closed-loop transimpedance as 

I 

1 + s/(woQ> + s2/wi  ’ 
Z T ( S )  = - R T .  

where 

E 

(5.19) 

(5.20) 

(5.21) 

(5.22) 

In these equations, RT is the transimpedance at DC and did not change from the case 
with infinite bandwidth (Eq. (5.13)), wo is the pole (angular) frequency, and Q is 
the pole quality f a ~ t o r , ~  which controls the peaking and ringing (not to be confused 
with the Personick Q introduced in Section 4.2). Two values for Q are of particular 
interest. For Q = 1/& = 0.577, we obtain the so-called Bessel response, which has 
maximally flat group-delay characteristics, t ( f ) ,  and thus the smallest group-delay 
variation. This response has no peaking in the frequency response (of the amplitude) 
and produces only a negligible amount of overshoot in the time domain (x 0.43%). 
For Q = 1 / f i  = 0.707, we obtain the so-called Butterworth response, which 
has a maximally flat frequency response, IZr(f>l, with no peaking. However, this 
response has a slight amount of peaking in the group-delay characteristics (E 0.06 UI 
at BW3dB = 0.7B)  and produces a little bit more overshoot in the time domain than the 
Bessel response (x 4.3%). For larger values of Q, peaking, overshoot, and ringing 
become progressively worse. 

Fig. 5.7 Open-loop frequency response of a TIA with a single-pole feedback amplifier. Note 
that the frequency axis is in units of w = 2rr f. 

In the following, we require for our TIA that Q 5 1/&, which guarantees a flat 
frequency response and limits overshoot and ringing to less than 4.3%. By setting 
Eq. (5.22) to less than l /& and using the approximation d m  x A - 1 /(2A), 

Q = 1 /(2<),  where < is the damping factor 
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which is valid for A2 >> 1, we find that we have to make the bandwidth of the feedback 
amplifier larger than 

1 2A 

2n  RFCT 
f A  ? - * - - .  (5.23) 

The interpretation of this equation is tlhat the two open-loop poles shown in Fig. 5.7 
must be spaced apart by at least 2A. Equivalently, the feedback amplifier bandwidth 
( f ~ )  must be at least a factor two larger than the unity-gain frequency of the open-loop 
response ( A / [ 2 n  . R F C T ] ) .  If we desire the more conservative Bessel response, the 
poles must be spaced apart by 3A + 1. [+ Problem 5.53 

For the case of a Butterworth response, the 3-dB bandwidth of the TIA is given 
directly by B W ~ ~ B  = q / ( 2 n )  and Eq. (5.21). When inserting the amplifier time 
constant necessary for Butterworth response, TA = R F C T / ( ~ A )  (from Eq. (5.23)), 
we amve at the following TIA bandwidth: 

(5.24) 

By comparing this equation with Eq. (5.13, we find that the bandwidth increased by 
about 2/2 as a result of making the bandwidth of the feedback amplifier finite. It is 
remarkable that a system gets faster by making one of its components slower! 

Transimpedance Limit. It can be shown easily that the 3-dB bandwidth of the 
second-order system in Eq. (5.19) is bounded by B W ~ ~ B  5 wo/(2n) ,  if we require 
that Q 5 I / &  When applying this fact to Eq. (5.21) and expressing RF in terms 
of RT with Eq. (5.20), we arrive at the following inequality, which is known as the 
transimpedance limit [95]: 

(5.25) 

Note that the expression A . fA in the above equation represents the gain-bandwidth 
product of the feedback amplifier, which is roughly proportional to the technology 
parameter fT (see Section 6.3.2 for more about f ~ ) .  Thus, the transimpedance limit 
has the following interpretation: if we want to double the bit rate (double BW3da) 
without using a faster technology (same A .  f~ and C T ) ,  then the transimpedance will 
degrade by a factor offour. This is thereason why higher bit-rate TIAs generally havea 
lower transimpedance. Alternatively, if we want to maintain the same transimpedance 
at twice the bit rate, one solution is to half CT and double A . f ~ ,  which means that 
we need a technology that is twice as fast (twice the f T ) .  [+ Problem 5.63 

It is instructive to compare Eq. (5.25) with the corresponding equation for the low- 
and high-impedance front-ends. For both of these front-ends, the transimpedance is 
simply given by RT = 1/(2n . C T  . B W ~ ~ B ) .  Thus, as long as the gain-bandwidth 
product of the feedback amplifier is larger than the required front-end bandwidth, 
A . fA > B W ~ ~ B ,  the shunt-feedback TIA has an advantage. 

We can conclude further from Eq. (5.25) that given a certain technology (for 
the feedback amplifier and photodetector), the product RT . BW:dB is approxi- 
mately constant. Note that in contrast to a single-stage voltage amplifier, which has 
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an approximately constant gain-bandwidth product, the TIA has an approximately 
constant transimpedance-bandwidth-squared product. For this reason, the simple 
transimpedance-bandwidth product (RT . B W ~ ~ B )  measured in QHz, which has been 
proposed as a figure of merit for TIAs, is inversely proportional to the bandwidth and 
can assume very large values for low-speed TIAs. 

Finally, it should be pointed out that the transimpedance limit has been derived 
based on the basic shunt-feedback topology of Fig. 5.6 and is not a fundamental limit. 
Other topologies, in particular the TIA with post amplifier (see Section 5.2.5), the 
TIA with common-base input stage (see Section 5.2.6), and the TIA with inductive 
input coupling (see Section 5.2.9) may achieve a higher transimpedance. 

Multiple Amplifier Poles. The feedback amplifier model with a single dominant 
pole often is still too simplistic. In practice, additional amplifier poles are caused by 
cascode transistors, buffers, level shifters, or, in the case of a multistage amplifier, 
by the additional stages. The situation is complicated further by the packaging par- 
asitics of the photodetector (cf. Fig. 3.3(b)); in particular, the bond-wire inductance 
plays an important role at 10 Gb/s and above. Under these circumstances, detailed 
transistor-level simulations, including the parasitics, are necessary to determine the 
TIA bandwidth and to make sure peaking in the frequency response and group-delay 
variations are within specifications. 

In the case of a feedback amplifier with multiple poles, each pole contributes some 
undesired phase shift to the open-loop response, making it more challenging to obtain 
a stable TIA with little overshoot and ringing. What can we do to promote stability in 
the presence of multiple amplifier poles? One approach is to place the amplifier poles 
at a higher frequency than given by Eq. (5.23) such that the phase margin of the open- 
loop response remains sufficient, Another technique is to add a small capacitor CF 
in parallel to the feedback resistor R F .  This capacitor introduces a zero at 1 / ( R F C F )  
in the open-loop response, which can be used to undo some of the phase shift and 
thus improve the closed-loop stability of the TIA. Note that this zero does not appear 
in the closed-loop response, and hence it is known as a phantom zero [ 11 1, 1371. 
[-+ Problem 5.71 

Earlier we mentioned multistage feedback amplifiers as a possible cause of multiple 
poles. Knowing the difficulties of stabilizing these amplifiers, what is the motivation 
to use them? In low-voltage FET technologies, the voltage gain achievable with a 
single stage is limited to relatively small values. For example, given the quadratic FET 
model and a resistive load, the voltage gain can be shown to be A = 2 v R / (  VGs- VTH), 
where VR is the DC-voltage drop across the load resistor and VGS - VTH is the FET’s 
overdrive voltage. (A higher gain can be achieved with an active load, but at the 
expense of a higher parasitic load capacitance and more noise.) With a power supply 
voltage of 1.5 V, headroom considerations limit V R  to about 0.5 V, whereas VGS- V,, 
should be at least 0.3 V for speed reasons (cf. Section 6.3.2). Thus, this stage has again 
of less than 3.3 x. The gain is even lower in submicron technologies where the drain 
current increases less than quadratically with the gate voltage. Now by cascading 
multiple stages, it is possible to overcome this gain limitation, which in turn permits 
the use of a larger feedback resistor, resulting in a higher transimpedance and better 
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noise performance. (Note that in the case of a bipolar technology, an appreciable gain 
can be obtained with a single stage. It can be shown that this gain is A = v R /  VT ,  
where VT is the thermal voltage, which is about 25 mV; thus with VR = 0.5 V, the 
gain is about 20 x .) 

A Numerical Example. To get a better feeling for numerical values, we want 
to illustrate the foregoing theory with a lO-Gb/s TIA design example. Figure 5.8 
shows the familiar shunt-feedback TIA annotated with some example values. The 
photodetector and amplifier input capacitance are 0.15 pF each, the feedback amplifier 
has a low-frequency gain of 14 dB (5  x), and the feedback resistor is 600 52. 

"0 

0.15 pF + 

Fig. 5.8 Example values for a 1 O-Gb/s shunt-feedback TIA. 

From these data, we can easily calculate the transimpedance of the TIA at 
low frequencies: 

C 

RT = J -60052 = 50052, (5.26) 
5 + 1  

which is equal to 54dBQ. This is somewhat lower than R F ,  as expected. The TIA 
bandwidth turns out to be 

(5.27) 

which is suitable for a 10-Gb/s system where the TIA sets the receiver bandwidth. 
For comparison, the high-impedance front-end with the same transimpedance (500 52) 
and the same total capacitance (0.3 pF), which we discussed in Section 5.2.1, has a 
bandwidth of only 1.1 GHz. To achieve a flat passband (without peaking) for our 
TIA, we must make the feedback amplifier bandwidth larger than 

3 . i: 
L . 2 

= 8.85 GHz. 
6.28 * 600 52 .0.3 pF 

f A  ? (5.28) 

Thus, we need a technology in which we can realize an amplifier with the gain- 
bandwidth product 

A . f A  = 5 .8.85 GHz = 44 GHz. (5.29) 

The TIA's input impedance at low frequencies is 

(5.30) 
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which means that for a maximum permissible input voltage swing of $Po,,[ = 0.2 V, 
the input overload current is i:rl = 2 mA. Under the same condition, the overload 
current of the 50042 high-impedance front-end is 5 x lower: i::l = 0.4 mA. Finally, 
the input-referred noise current spectrum of our TIA due to RF is 5.3 PA/& (for 
now, we are neglecting the amplifier noise). This value is comparable with that of the 
50042 high-impedance front-end. 

Table 5.1 summarizes the results from our TIA example and compares them with 
the low-impedance and high-impedance front-end examples from Section 5.2.1. Note 
that all overload currents are based on L&,~ = 0.2V and that all noise spectral 
densities are based on resistor noise only. 

Table 5.1 
high-impedance front-end (High-Z) examples. 

Performance of our shunt-feedback TIA, low-impedance front-end (Low-Z), and 

Parameter Symbol TIA Low-z High-Z 

Transimpedance RT 500 S2 50 S2 500 S2 
3-dB bandwidth BW3dB 6.9 GHz 11 GHz 1.1 GHz 
Overload current i:rl 2mA 4 mA 0.4 mA 
Noise current In. TIA 5.3pA- 1 8 p A a  5.8pA- 

Transimpedance Limit: A Designer’s Nightmare. Just as you are getting ready 
to tape out the lO-Gb/s TIA design you have been working on lately, your boss comes 
into your cubicle. “We have to implement initiative Leapfrog,” she announces. “Can 
you beef up your 10-gig TIA to 40 gig before tape out on Friday?’ 

What do you do now? You can’t switch to a faster technology, but you could reduce 
the transimpedance. O.K., you need to boost the bandwidth by a factor 4, from about 
7 GHz to 28 GHz, so you start by reducing RF by a factor 4, from 600 S2 to 150 S2. 
Now you’ve got to check if the feedback amplifier is fast enough to avoid peaking: 

L ‘ J  
= 35.4GHz. 

6.28 . 150 S2 .0.3 pF 
f A  2 (5.3 1) 

Wow, this means a gain-bandwidth product of 5 . 35.4 = 177GHz, but that’s not 
possible in your 44-GHz technology. But then you realize if you lower the feedback 
amplifier gain by a factor 2,  from 5 x to 2.5 x , you can do it. Now, f~ 2 17.7 GHz 
and A . f~ = 2.5 . 17.7 GHz = 44GHz. That’s doable and you get a flat response! 
Let’s check the TIA bandwidth: 

2 .2 .5  . (2.5 + 1 )  
= 14.8 GHz. 

6.28 . 150 S2 .0.3 pF 
(5.32) 

This is not enough! Cold sweat is starting to drip from your forehead. So far you 
gained only a factor 2 or so in speed. You hear your boss’ foot steps in the aisle. She 
is leaving! Good, there will be no more interruptions tonight. In desperation, you 
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lower RF again, this time from 150 Q to 50 Q. Again, peaking is giving you problems 
and you have to drop the feedback amplifier gain even lower, this time from 2.5 x to 
1 . 4 4 ~ .  Soon this amplifier will be a unity-gain buffer! Now you have 

2 .  1.44 
6.28 . 50  Q * 0.3 pF 

= 30.6GHz f A  2 (5.33) 

and A . f A  = 1.44.30.6 GHz = 44 GHz. Fine, you can design this amplifier. What’s 
the TIA bandwidth now? 

(5.34) 

Hurray, you’ve got it! Tomorrow, you’ll be the “40-Gig Hero.” But before leaving 
work, you quickly check the transimpedance: 

1.44 

1.44+ 1 
R T = - .  50 52 = 29.5 52. (5.35) 

Lousy, 17x less than what you had for your beautiful 10-gig TIA! Could this be 
the consequence of the transimpedance limit? It would predict a reduction of the 
transimpedance by 16x for a bandwidth increase of 4x. Anyway, time to go home. 
You know your boss only cares about 40 gig and that’s that. 

5.2.3 Noise Optimization 

In Section 4.3, we emphasized the importance of the input-referred noise current 
and its impact on receiver sensitivity. Now, we want to analyze and optimize this 
important noise quantity for the shunt-feedback TIA. In the process, we also obtain 
an explanation for the white and f *-noise components that we have talked about 
already several times (Sections 4.1, 4.4, and 5.1.4). Additional information about 
noise in TIAs can be found in [6, 19, 62, 1771. 

Figures 5.9 and 5.1 1 show the familiar shunt-feedback TIA with the input stage (or 
front-end) implemented with an FET and bipolar transistor, respectively. We discuss 
complete transistor-level circuits in Section 5.3, but for the following (approximate) 
noise analysis, it is sufficient to considerjust the input transistor. The most significant 
device noise sources are shown. The thermal noise of the feedback resistor, in.,,, is 
present in either implementation. The FET front-end further produces shot noise due 
to the gate current, i 1 2 , ~ ,  and channel noise, i , z , ~ .  The bipolar front-end produces shot 
noise due to the base current,  in.^, thermal noise due to the intrinsic base resistance 
(base-spreading and contact resistance), in.Rb, and shot noise due to the collector 
current, i,,,c. As we know. the effect of all these noise sources can be described by 
a Single equivalent noise current source, in.TIA, at the input of the TIA (shown with 
dashed lines). 

( f )  of this input-referred 
noise current and then move on to the total input-referred noise current, iLm;lA, which is 
the relevant quantity for sensitivity calculations. Finally, we discuss how to optimize 
the noise performance of TIAs. 

In the following, we first study the power spectrum 
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Input-Referred Noise Current Spectrum. The input-referred noise current spec- 
trum of the TIA can be broken into two major components: the noise from the 
feedback resistor (or resistors, in a differential implementation) and the noise from 
the amplifier front-end. Because they usually are uncorrelated, we can write 

(5.36) 

In high-speed receivers, the front-end noise contribution typically is larger than the 
contribution from the feedback resistor. However, in low-speed receivers, the resistor 
noise may become dominant. The noise current spectrum of the feedback resistor is 
white (frequency independent) and given by the well-known thermal-noise equation: 

(5.37) 

This noise current contributes directly to the input-referred TIA noise in Eq. (5.36) 
because in.res has the same effect on the TIA output as  in,^^^. Note that this is 
the only noise source that we considered in Section 5.2.2. We already know from 
this section that we should choose the highest possible RF to optimize the TIA's 
noise performance. 

Next, we analyze the noise contribution from the amplifier front-end, I&,nt. 
The major device noise sources in an FET common-source input stage are shown in 
Fig. 5.9. The shot noise generated by the gate current, I G ,  is given by = 24 IG and 
contributes directly to the input-referred TIA noise. This noise component is negligi- 
ble for MOSFETs, but can be significant for metal-semiconductor FETs (MESFETs), 
and heterostructure FETs (HFETs), which have a larger gate-leakage current. 

Fig. 5.9 Significant device noise sources in a TIA with FET front-end. 

An important noise source in the FET input stage is the channel noise, which 
is given by = 4 k T r g , ,  where g, is the.FET's transconductance and r is 
the channel-noise factor. For MOSFETs, the channel-noise factor is in the range 

= 0.7 to 3.0, where the low numbers correspond to long-channel devices. For 
silicon junction FETs (JFETs), I' M 0.7, and for GaAs MESFETs, = 1.1 to 1.75. 
Now, unlike the other noise sources that we discussed so far. this noise source is 
not located directly at the input of the TIA and we have to transform it to obtain 
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its contribution to the input-referred TIA noise. A straightforward way to do this 
transformation is to calculate the transfer function from in .D to the output of the TIA 
and divide that by the transfer function from inJ1.4 to the output. Equivalently, but 
easier, we can calculate the implicit transfer function from  in,^ to in.TI.4 under the 
condition that the TIA output signal is zero. The implicit transfer function from the 
input current to the drain current has a low-pass characteristics; therefore, the inverse 
function, which refers the drain current back to the input, has high-pass characteristics. 
It can be shown that this high-pass transfer function is [57] 

(5.38) 

where CT = CD + C I  and C I  is the input capacitance of the FET stage at zero output 
signal, that is, CI = C,, + C,d. Now, using this high-pass to refer the white channel 
noise, = 4kTrgm,  back to the input yields 

And here, for the first time, we encounter an f 2-noise component. We now understand 
that it arises from a white-noise source, which became emphasized because of a low- 
pass transfer function from the input to the source location. Figure 5.10 illustrates the 
channel-noise component of Eq. (5.39) and the feedback-resistor noise component of 
Eq. (5.37) graphically. It is interesting to observe that the input-referred channel noise 
starts to rise at the frequency 1/(2n . R F C T )  given by the zero in Eq. (5.38). This 
frequency is lower than the 3-dB bandwidth of the TIA, which is ,/-/(2n . 
R F C T )  (cf. Eq. (5.24)). As a result, the output-referred noise spectrum has a “hump.” 
as shown in Fig. 4.2. 

Channel 
Response of TIA 

Noise from Feedback 
Resistor 

fig, 5.70 Noise spectrum components of a TIA with FET front-end. 

To summarize, we can write the input-referred noise current spectrum of an FET 
front-end as 

(5.40) 
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where we have neglected the first term of Eq. (5.39), which is small compared with the 
feedback-resistor noise if g, RF >> r. (However, for small values of R F ,  this noise 
can be significant. Another reason to try and make RF as large as possible!) Besides 
the noise terms discussed so far, there are several other noise terms that we have 
neglected. The FET also produces I /  f noise, which when referred back to the input 
turns into f noise at high frequencies and I/  f noise at low frequencies. Furthermore, 
there are additional device noise sources, which also contribute to the input-referred 
TIA noise such as the FET's load resistor and subsequent gain stages. However, 
if the gain of the first stage is sufficiently large, these sources can be neglected. 
[+ Problems 5.8 and 5.91 

The situation for a BJT common-emitter front-end, as shown in Fig. 5.1 1, is similar 
to that of the FET front-end. The shot noise generated by the base current, I e ,  is 
given by = 2qIc/#?, where IC is the collector current and #? is the current 
gain of the BJT ( I B  = IC/B). This white noise current contributes directly to the 
input-referred TIA noise. Then we have the shot noise generated by the collector 
current, which is I:,c = 2qIc. This noise current must be transformed to find its 
contribution to the input-referred TIA noise current. If we neglect Rh, the transfer 
function for this transformation is the same as in Eq. (5.38), and we find I,$ront.C (f) x 
2 q I c / ( g , , , R ~ ) ~  + 2qIc . ( 2 n C ~ ) ~ / g i ,  . f 2 .  Note how the white shot noise was 
transformed into a f 2-noise component. Finally, we have the thermal noise generated 
by the intrinsic base resistance, which is given by = 4kT/Rh. This noise 
current, too, must be transformed to find its contribution to the input-referred TIA 
noisecurrent. In this case, the high-pass transfer functionis H (s) = Rb/ RF+s RhCD, 
andthus thenoisecontributionis I,'$ront,Rh( f) = 4 k T R h / R $ + 4 k T R h . ( 2 n C ~ ) ~ .  f '. 

r- 
I 

Fig; 5.17 Significant device noise sources in a TIA with bipolar front-end. 

To summarize, we can write the input-referred noise current spectrum of a BJT 
front-end as 

where we have neglected the first term of I&,nt.c, which is small compared with 
the base shot noise if ( ~ , R F ) ~  >> b, and we have also neglected the first term 
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2 of Zn,front,Rh, which is small compared with the noise from the feedback resistor if 
RF >> Rh. 

We conclude from Eqs. (5.37), (5.40), and (5.41) that the input-referred noise 
current spectrum, Z&IA (f), consists mostly of white-noise terms and f2-noise terms, 
regardless of whether the TIA is implementation in an FET or bipolar technology. 
This observation justifies the form of the noise spectrum, I & , , (  f) = cro + 0 2  f ’, 
which we introduced in Section 4.1. 

Throughout this section, we assumed that the TIA is implemented as a single- 
ended circuit, that is, that there is only one feedback resistor and one input transistor. 
A differential TIA, as for example the one shown in Fig. 5.31, has more noise sources 
that must be taken into account. Thus, in general, differential ‘MAS are noisier than 
single-ended ones. In particular, if the TIA is balanced (fully symmetrical), the 
input-referred noise power is twice that given by Eqs. (5.37), (5.40), and (5.41). 

Photodetectorlmpedance. In Section 5.1.4, we pointed out that the input-referred 
noise current of a TIA depends significantly on the photodetector impedance, which 
is mostly determined by the photodetector capacitance, Co. Now, we can see this 
dependence explicitly in Eqs. (5.40) and (5.41): all the f 2-noise terms depend on 
either CD or CT = CD i- C I .  

The textbook approach to model amplifier noise in a source-impedance indepen- 
dent way is to introduce a noise voltage source in addition to the noise current source, 
in.TIA, which we used so far. The noise spectra of these two sources plus their cor- 
relation then provides a complete noise model that works for any source impedance. 
In practice, the calculations associated with this model are quite complex because of 
the partially correlated noise sources, and we will not pursue this approach here. 

To analyze the impact of the photodetector impedance further, we repeat the 
previous noise calculations for the general photodetector admittance YD (f) = 
G(f )  + j B ( f ) ,  a calculation that is easy to do. Note that if we let G(f)  = 0 
and B(f) = 2x f C D ,  we should get back our old results. If we carry out this gener- 
alization for the FET front-end, we find that 

g m  

Clearly, the second and third noise terms depend on the photodetector admittance. 
The front-end noise reaches its minimum for the optimum admittance YD(f) = 
-1/RF - j 2 x f  CI  and increases quadratically as we move away from this point. 
This observation leads us to the idea of noise matching. If we can find a matching 
network, interposed between the photodetector and the TIA, that does not substantially 
attenuate the signal but transforms the capacitive admittance of the photodetector to 
a value that is closer to the optimum admittance, then we can improve the noise 
performance of our TIA. A simple implementation of this idea, which we explore 
further in Section 5.2.9, is to couple the photodetector to the TIA with a small inductor, 
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as shown in Fig. 5.20(a). At high frequencies, the inductor decreases the susceptance 
B(f) compared with 2n f CD, thus improving the noise matching. 

Input-Referred RMS Noise Current. Having discussed the input-referred current 
noise spectrum, we now turn to the total input-referred current noise, which is relevant 
to determine the sensitivity. We can obtain this noise quantity from the spectrum by 
evaluating the integral in Eq. (5.4). However, more suitable for analytical hand 
calculations is the use of noise bandwidths or Personick integrals. As we saw in 
Section 4.4, these methods are equivalent. Let’s review the use of noise bandwidths 
and Personick integrals quickly: if the input-referred noise current spectrum can be 
written in the form I,&IA = a0 + 1x2 f 2, then the input-referred rms noise current is 

(5.43) 

where SW, and SWn2 are the noise bandwidths. Alternatively, we can write 

where 12 and I3 are the Personick integrals. 

A Numerical Example. To illustrate the foregoing theory with an example, let’s 
calculate the noise current for a single-ended 10-Gb/s TIA realized with bipolar tran- 
sistors. The input-referred noise current spectrum follows from Eqs. (5.37) and (5.41): 

To evaluate this expression numerically, we choose the same values as in our example 
from Section 5.2.2: CD = CI = 0.15 pF, CT = 0.3pF, and RF = 60052. With 
the typical BJT parameters B = 100, Ic = 1 mA, gm = 40mS, Rb = 80 52, and 
T = 300 K, we find the spectrum that is plotted in Fig. 5.12. Besides the input-referred 
noise current spectrum of the TIA shown with a solid line, the contributions from each 
device noise source are shown with dashed lines. We see that at low frequencies, the 
noise from the feedback resistor ( R F )  dominates, bringing the total spectral density 
just above 5.3 p A / G .  But at high frequencies, above about 5 GHz, the f 2-noise 
due to the base resistance ( R h )  dominates and makes a significant contribution to the 
total noise, as we will see in a moment. 

Next, tocalculate the total input-referred noise current, we use the noise-bandwidth 
method from Eq. (5.43): 

With BW3dB = 6.85 GHz from our example from Section 5.2.2 and the assumption 
that the TIA has a second-order Butterworth response, we find with the help of 
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fig. 5.72 Input-referred noise current spectrum for our bipolar TIA example. 

Table 4.6 that B w ,  = 1.1 1 .6.85 GHz = 7.60GHz and BWn2 = 1.49 .6.85 GHz = 
10.21 GHz, and we arrive at the following noise value: 

ir+lA x J(4518nA)~ + (156nA)2 + (502nA)2 + (646nA)2 = 950nA, (5.47) 

where the terms from left to right are due to R F ,  ZB, Zc, and R b .  Note that the two 
largest contributions to the input-referred rms noise current are from the intrinsic base 
resistance and the collector shot noise, both having an f 2-noise spectrum. 

Finally, for a balanced differential TIA with the same transistor, resistor, and 
photodetector values, the noise power would be twice as large. As a result, the input- 
referred rms noise current would be & times larger, which is iT+lA % 1,344 nA. 

Noise Optimization. Now that we have derived analytical expressions for the input- 
referred rms noise current, we have the necessary tools in hand to optimize the noise 
performance of a TIA. The noise current of a (single-ended) TIA with an FET front- 
end follows from Eqs. (5.37), (5.40), and (5.43) as 

where we have expanded CT = CD + C I .  As we already know, the first term can 
be minimized by choosing RF as large as possible. The second term suggests the 
use of an FET with a low gate-leakage current, I G .  The third term increases with 
the photodetector capacitance, C D .  As we already know, this term can be minimized 
by making C D  small or by using noise-matching techniques to reduce the effect of 
CD.  The third term also increases with the input capacitance, C1 = C,, + C,d. 
However, simply minimizing C ,  is not desirable because this capacitance and the 
transconductance, gm,  which appears in the denominator of the same term, are related 
as gn7 2 n f T  . C I .  Instead, we should minimize the expression (CD + CI)2 /g , ,  
which is proportional to (CD + C1)2/CI and reaches its minimum at 

c] = CD. (5.49) 

Therefore, as a rule, we should choose the FET dimensions such that the input capac- 
itance, Cl = C,, + Cpd, matches the photodetector capacitance, C D ,  plus any other 
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stray capacitances in parallel to it. Given the photodetector and stray capacitances, 
the transistor technology, and the gate length (usually minimum length for maximum 
speed), the gate width of the FET is determined by this rule. 

The noise current of a (single-ended) TIA with a BJT front-end follows from 
Eqs. (5.37), (5.41), and (5.43) as 

(5.50) 

4kTRh.  ( ~ J c C D ) ~  

3 
. By:;'2 + . , . , + 

where we have expanded CT = C D  + C! . As before, the first term can be minimized 
by choosing RF as large as possible. The second term (base shot noise) increases 
with the collector current I c ,  whereas the third term (collector shot noise) decreases 
with Ic. Remember that for bipolar transistors, gnz = I c / V r  where VT is the 
thermal voltage, and thus the third term is approximately proportional to l / I c .  As 
a result, there is an optimum collector current for which the total noise expression 
is minimized. In practice, the bias current optimization is complicated by the fact 
that CJ = c& + Chr also depends on Ic, modifying the simple l /Ic dependence 
of the third term. The third and the fourth term both increase with the photodetector 
capacitance, C D ,  and, as we already know, can be minimized by making C D  small 
or by using noise-matching techniques to reduce the effect of C D .  The fourth term 
increases with the intrinsic base resistance, Rh, and can be minimized through layout 
considerations or by choosing a technology with low Rb, such as a heterojunction 
bipolar transistor (HBT) technology (cf. Appendix D). For transistors with a lightly 
doped base, such as Si BJTs or SiGe drift transistors, the base resistance decreases 
with increasing bias current, further complicating the bias current optimization [ 1921. 
This decrease in base resistance is the result of a lateral voltage drop in the base layer, 
which causes the collector current to crowd toward the perimeter of the emitter, that 
is, closer to the base contact. 

Given a choice, should we prefer an FET or bipolar front-end? One study [62] 
concludes that at low speeds (<lo0 Mb/s), the FET front-end outperforms the bipolar 
front-end by a large margin. Whereas at high speeds, both front-ends perform about 
the same, with the GaAs MESFET front-end being slightly better. 

Scaling of Noise and Sensitivity with Bit Rate. How does the input-referred rms 
noise current of a TIA scale with the bit rate? This is an interesting question because 
it is closely related to the question of how the sensitivity of a p-i-n receiver scales 
with the bit rate. What sensitivity can we expect for a receiver operating at 10 Gb/s, 
40 Gb/s, or 160 Gb/s? 

Let's start with the simple, but inaccurate, assumption that the averaged input- 
referred noise current density is the same for all TIAs, regardless of speed. In this 
case the total noise power is proportional to the receiver bandwidth, and thus the bit 
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rate B.  Therefore, the input-referred rms noise current is proportional to a. Corre- 
spondingly, the sensitivity of a p-i-n receiver should drop by 5 dB for every decade of 
speed increase, provided the detector responsivity is bit-rate independent. However, 
by analyzing Table 5.2, which contains noise data of commercially available TIAs, we 
find that the input-referred rms noise current, iLm$,A, scales roughly with B0.9s, corre- 
sponding to a sensitivity drop of about 9.5 dB per decade for p-i-n receivers. Finally, 
the fit to the experimental receiver-sensitivity data presented in [207] (see Fig. 5.13) 
shows a slope for the p-i-n receiver of about 15.8dB per decade. Both numbers 
are significantly larger than 5 dB per decade, which implies that the averaged noise 
density must increase with bit rate. How can we explain these numbers? 

- 
E 

k -20 - 

0.1 '1 10 100 

Bit Rate [Gb/s] 

Fig, 5.13 Scaling of receiver sensitivity (at BER = with bit rate [207]. 

From Eqs. (5.48) and (5.50), we see that for a given technology and operating 
point (fixed CD, CI, g,, r, Rb, and Zc), many noise terms scale with BW:2 and 
thus B3. Exceptions are the gate and base shot-noise terms and the feedback-resistor 
noise term, which scale with BW,, and thus B. However, remember that the feedback 
resistor, RF, is not bandwidth independent. As we go to higher bit rates, we are 
forced to reduce RF.  With the transimpedance limit Eq. (5.25) and Eq. (5.20), we 
can derive that for a given technology (fixed CD, CI, and f ~ ) ,  the feedback resistor, 
R F ,  scales with l/BW&, and thus 1/B2. As a result, the feedback-resistor noise 
term scales with B3,  like many of the other noise terms4 Following this analysis and 
neglecting the base and gate shot-noise terms, we would expect the input-referred 
rms noise current to be about proportional to B3I2. Correspondingly, the sensitivity 
of a p-i-n receiver should drop by about 15 dB for every decade of speed increase. 
This number agrees well with the data shown in Fig. 5.13. Note that if we do not 
require that the technology remains fixed across bit rates, but assume that higher f~ 
technologies are available at higher bit rates, then the slope of the curve is reduced. 

4The R,= - 1 / B 2  scaling law leads to extremely large feedback-resistor values for low bit-rate receivers 
(e.g., 1 Mb/s). In practice, dynamic-range and parasitic-capacitance considerations may force the use of 
smaller resistor values, thus producing more feedback-resistor noise than predicted by the B3 scaling law 
at low bit rates [63]. A consequence of this modified scaling law is that low bit rate receivers tend to be 
limited by the feedback-resistor noise rather than the front-end noise. 
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For a receiver with an APD or an optically preamplified p-i-n detector, the sensi- 
tivity is determined jointly by the TIA noise and the detector noise (cf. Eqs. (4.28) 
and (4.29)). In the extreme case where the detector noise dominates the TIA noise, 
we can conclude from Eqs. (4.27), (4.28), and (4.29) that the sensitivity scales pro- 
portional to B ,  corresponding to a slope of lOdB per decade. The same is true for 
the quantum limit in Eq. (4.36). In practice, there is some noise from the TIA and 
the scaling law is somewhere between B and B3I2, corresponding to a slope of 10 to 
15 dB per decade. The experimental data in Fig. 5.13 confirms this expectation: we 
find a slope of about 13.5 dl3 per decade for APD receivers and 12 dB per decade for 
optically preamplified p-i-n receivers. Note that for a detector-noise limited receiver 
with a slope of 10 dB per decade, the number of photons per bit (or energy per bit) is 
independent of the bit rate. However, a receiver with TIA noise, in particular a p-i-n 
receiver, needs more and more photons per bit (or energy per bit) as we go to higher 
bit rates. 

5.2.4 Adaptive Transimpedance 

We now have completed our discussion of the basic shunt-feedback TIA. In the fol- 
lowing sections, we explore a variety of modifications and extensions to this basic 
topology. Although we discuss each technique in a separate section, multiple tech- 
niques can often be combined and applied to the same TIA design. We start with a 
TIA that has an adaptive transimpedance. 

Variable Feedback Resistor. The dynamic range of a TIA is defined by its over- 
load current, at the upper end, and its sensitivity, at the lower end. For the basic 
shunt-feedback TIA, both quantities are related to the value of the feedback resistor, 
and thus the dynamic range can be extended by making this resistor adapt to the input 
signal strength, as indicated in Fig. 5.14(a) [68,91,92, 1291. 

? +  ? +  

Fig. 5.74 TIA with adaptive transimpedance: (a) variable feedback resistor and (b) variable 
input shunt resistor. 

Let’s analyze this approach in more detail. The input overload current, i:fl, is 
given by either Eq. (5.17) or Eq. (5.18), whichever expression is smaller. In either 
case, the overload current is inversely proportional to the feedback resistor R F .  A 
similar argument can be made for the maximum input current for linear operation, iE, 
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which also turns out to be proportional to 1/RF.  The sensitivity, the lower end of the 
dynamic range, is proportional to the input-referred rms noise current: if& - iT;IA. 
For small values of R F ,  when the feedback-resistor noise dominates the front-end 
noise, the electrical sensitivity, ifins, is proportional to l / G ;  for large values of 
R F ,  when the front-end noise dominates, the sensitivity becomes independent of R F .  
The optical overload and sensitivity limits following from this analysis are plotted 
in Fig. 5.15 as a function of RF on a log-log scale. Now, we make the feedback 
resistor adaptive: for a large optical signal, RF is reduced to prevent the high input 
current from overloading the TIA; for a weak optical signal, RF is increased to reduce 
the noise contributed by this resistor. It can be seen clearly from Fig. 5.15 how an 
adaptive feedback resistor extends the dynamic range over what can be achieved with 
any fixed value of R F .  As a result of varying RF the transimpedance 

(5.5 1) 
A 

R T = - .  RF 
A + 1  

varies too; hence we have a TIA with adaptive transimpedance. 

Range 

-1 

Adaptation Range 

Fig. 5.15 Extension of the dynamic range with an adaptive feedback resistor. 

The variable feedback resistor can be implemented with an FET operating in the 
linear regime, usually connected in parallel to a fixed resistor to improve the linearity 
and to limit the maximum resistance. The automatic adaptation mechanism can be 
implemented with a circuit that determines the output signal strength, compares it 
with a desired value, and controls the gate voltage of the FET such that this value 
is achieved. Given a DC-balanced NRZ signal with high extinction, the average 
signal value is proportional to the signal swing, thus permitting an easy way to gen- 
erate the cofitrol voltage. The same control voltage used for offset control, which 
is derived from the signal’s average value (cf. Section 5.2.10), also may be used for 
transimpedance control [205]. An important consideration for TIAs with an adaptive 
feedback resistor is their stability. We can see from Eqs. (5.21) and (5.22) that if we 
vary RF while keeping A and TA fixed, both the bandwidth and the quality factor 
will change. More specifically, if we reduce R F ,  the open-loop low-frequency pole at 
l / ( R F C T )  speeds up, which leads to peaking given a fixed loop gain, A, and a fixed 
open-loop high-frequency pole, 1 / TA (cf. Fig. 5.7 and Eq. (5.23)). In practice, it can 
be challenging to satisfy the specifications for bandwidth, group-delay variation, and 
peaking over the full adaptation range. l+ Problem 5.101 
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Variable Input Shunt Resistor. An alternative to the TIA with variable feedback 
resistor is the TIA with variable input shunt resistor, Rs,  which is shown in Fig. 5.14(b) 
[205]. This scheme also extends the dynamic range of the TIA: for a large optical 
signal, Rs is reduced to divert some of the photodetector current to AC ground, thus 
preventing the input current from overloading the TIA. (An additional mechanism is 
required to prevent the DC current from overloading the TIA; cf. Section 5.2.10.) For 
a weak optical signal, R s  is increased to route more of the photocurrent into the TIA 
and at the same time reduces the noise contributed by the shunt resistor. As a result 
of varying Rs,  the transimpedance 

varies too. As before, the variable shunt resistor can be implemented with an 
FET operating in the linear regime. Varying the shunt resistor has the advantage 
over varying the feedback resistor that it is easier to maintain stability and avoid 
peaking. More specifically, if we reduce R s ,  the open-loop low-frequency pole at 
1 / [ ( R s l l R ~ ) c ~ ]  speeds up whereas the loop gain, A R s / ( R s  + R F ) ,  decreases by 
the same amount, thus maintaining an approximately constant closed-loop response 
(cf. Fig. 5.7 and Eq. (5.23)). 

In general, the bandwidth of TIAs with adaptive transimpedance tends to increase 
with the magnitude of the input signal, that is, with I / R T .  For transmission systems 
without optical amplifiers, this usually is not a concern. Although the bandwidth 
increase at high power levels causes the receiver to pick up more noise, the signal 
is strong and the overall SNR is high. However, in optically amplified transmission 
systems, the situation is different. There, an increase in received signal power may be 
accompanied by a similar increase in optical noise because the optical amplifiers near 
the receiver amplify the signal as well as the noise. The result is an approximately 
constant (power independent) OSNR at the receiver. Under these conditions, an 
increase in TIA bandwidth at high power levels is detrimental because it leads to a 
decrease in electrical SNR and an increase in BER (cf. Eq. (4.32)). A filter, added at 
the output of the TIA, can stabilize the receiver’s bandwidth. 

5.2.5 Post Amplifier 

High-speed TIAs typically feature outputs with a 5042 impedance. Such outputs 
permit the reflection-free transmission of the output signal over a standard 5042 
transmission line to the next block such as the main amplifier (cf. Appendix C). The 
5042 impedance usually is provided by an output buffer that follows the basic shunt- 
feedback TIA, as shown in Fig. 5.16. If this buffer has a gain larger than one, it 
acts as a post amplifier and boosts the transimpedance of the basic shunt-feedback 
TIA [I 131. 

It can be shown easily that the overall transimpedance of the circuit in Fig. 5.16 is 
given by 

(5.53) 
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fig. 5.16 TIA with post amplifier. 

where A1 is the gain of the post amplifier. From this equation, we see that there are 
two ways to increase the overall transimpedance: (i) increase the feedback resistor, 
R F ,  or (ii) increase the post-amplifier gain, A ] .  An important difference between 
the two, however, is that in the first case, the noise is reduced as the transimpedance 
is increased, whereas in the second case, the noise remains approximately constant. 
Thus, we should always try to make RF as large as possible, or at least large enough 
such that the feedback-resistor noise becomes small compared with the front-end 
noise, even if a post amplifier is present [-t Problem 5.1 13 

It is interesting to observe that the transimpedance limit, presented in Eq. (5.25), 
does not apply to a TIA with post amplifier. This can be understood by continuing 
our numerical example from Section 5.2.2. There, the basic shunt-feedback TIA had 
a bandwidth of 6.85 GHz combined with a transimpedance of 500 S2. In the 44-GHz 
technology, which we assumed for the example, we can build a post amplifier with 
a gain of two and a bandwidth of 22GHz. Thus, the TIA with post amplifier has 
a transimpedance of 1 kS2, and the bandwidth shrinks very little from the original 
6.85 GHz (to about 6.5 GHz). 

The post amplifier described here is essentially a “hidden” main amplifier, or at 
least the first stage of it. Thus, the post amplifier can be implemented with any of the 
main-amplifier circuit techniques that we cover in Chapter 6. 

5.2.6 Common-Base/Gate Input Stage 

We know from Eqs. (5.21) and (5.22) that the photodetector capacitance, C D ,  influ- 
ences both the bandwidth and the stabihty of the basic shunt-feedback TIA. More 
specifically, if we increase CT (= CD + Cl), the open-loop low-frequency pole at 
I / ( R F C T )  slows down, which reduces the TIA bandwidth; alternatively, if we de- 
crease C T ,  the open-loop low-frequency pole speeds up, which leads to peaking given 
a fixed loop gain, A, and a fixed open-loop high-frequency pole, 1 / TA (cf. Fig. 5.7 and 
Eq. (5.23)). To obtain a stable TIA frequency response and a reliable bandwidth for 
a variety of photodetectors with differing capacitances, we can insert a current buffer 
in the form of a common-base (or common-gate) stage between the photodetector 
and the basic shunt-feedback TIA, as shown in Fig. 5.17. The common-base input 
stage (Q 1 ,  Rc,  and R E )  isolates the photodetector capacitance C o  from the critical 
node x [ 1901. 

Ideally, the expression for the low-frequency transimpedance, Eq. (5.20), is not 
affected by this addition because the current gain of the common-base stage is close 
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Fig. 5.17 TIA with common-base input stage. 

to unity. The new pole introduced by the common-base stage should be placed 
sufficiently high such that it does not interfere with the frequency response of the 
shunt-feedback TIA. The low input resistance of the common-base stage, which 
is about l/gm, helps to satisfy this condition (cf. Section 6.3.2 on cascodes). For 
example, if Ql is biased at a collector current of 2 mA, the resistance into the emitter 
is approximately 12.5 a. Thus, if we limit the total input capacitance (which includes 
the photodetector capacitance) to less than 1 pF, the pole frequency will be higher than 
13 GHz. Besides isolating the photodetector capacitance from node x, the common- 
base stage also may reduce the capacitive load at node x. The original load of CT = 
CD + C1 is replaced by C$ = CO + C1, where CO is the output capacitance of the 
common-base stage. If C> is smaller than C r ,  we can increase RF to Rk to move the 
open-loop low-frequencypole backto its original location: l / (RLC$)  = I/(RFCT). 
As a result, the transimpedance is increased and the noise contributed by the feedback 
resistor is decreased. Note that the transimpedance limit, Eq. (5.251, does not apply 
in its original form but must be modified by replacing CT with Ck. 

The primary drawback of the common-base stage is that it introduces a number 
of new noise sources (el, Rc,  and R E )  that are located right at the input of the 
TIA and thus directly impact the input-referred noise current. In practice, these 
new noise contributions easily may nullify the noise improvement mentioned before. 
Furthermore, if the current gain of the common-base (or common-gate) stage is less 
than one, the input-referred noise current of the shunt-feedback TIA is enhanced and 
its transimpedance is reduced. Finally, the TIA's power consumption is increased 
when using a common-base input stage. 

5.2.7 Current-Mode TIA 

Instead of adding a current buffer in front of the shunt-feedback TIA, we may consider 
replacing the feedback voltage amplifier by a feedback current amplifier, as shown in 
Fig. 5.18(a). The current amplifier senses the input current, i, with a small resistor, 
Rs, and outputs the amplified current, Ai, at a high-impedance output. The current 
amplifier can, for example, be implemented with a current mirror that has an output 
FET that is A times wider than the input FET, as shown in Fig. 5.18(b). Similar 
to the current buffer, the current amplifier provides a low input impedance, making 
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the frequency response of the TIA insensitive to the photodetector capacitance, CD 
[130, 1991. The use of current buffers and current amplifiers is frequently referred to 
as current-mode techniques. 

? +  RF 
11. 'f-? '' I , Current Amp. . 1 

fig. 5.18 (a) Current-mode TIA and (b) its implementation with a current mirror. 

From the TIA circuit and current-amplifier model shown in Fig. 5.18(a), we can 
calculate the low-frequency transimpedance as 

(5.54) 

which is very similar to the result that we obtained for the voltage-mode TIA in 
Eq. (5.20). The input resistance of the current-mode TIA turns out to be RI = 
R s / ( A  + 1) at low frequencies and RI = R s  at high frequencies. Because R s  and 
thus RI is small, the photodetector capacitance, CD, as well as the input capacitance, 
CI, have little impact on the frequency response of the TIA. In fact, the bandwidth 
of this current-mode TIA mostly is determined by the output pole, which is given by 
the feedback resistor, R F ,  and the load capacitance, CL.  [-+ Problem 5.121 

The primary drawback of the current-mode TIA shown in Fig. 5.18(b) is that it 
contains more noise sources than the corresponding voltage-mode TIA. In particular, 
the input FET of the current mirror is located right at the input of the TIA, and thus 
directly impacts the input-referred noise current. 

5.2.8 Active-Feedback TIA 

In yet another variation of the shunt-feedback TIA, the voltage amplifier is left in 
place, but the feedback resistor RF is replaced by a voltage-controlled current source 
(a transconductor), as shown in Fig. 5.19(a). This topology is known as an active- 
feedback TIA. The transconductor &F can, for example, be implemented with an 
FET, as shown in Fig. 5.19(b). Note that the voltage amplifier must be noninverting 
to obtain negative feedback through M F .  

From the TIA circuit and transconductor model shown in Fig. 5.19(a), we can 
calculate the low-frequency transimpedance as 
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Fig. 5.19 (a) Active-feedback TIA and (b) its implementation with a MOSFET. 

The low-frequency input resistance of the active-feedback TIA turns out to be RI = 
1/(A . g m ~ ) .  Note that if we identify I / & F  with R F ,  this TIA behaves similar to the 
shunt-feedback TIA. An advantage of this topology over the shunt-feedback TIA is 
that the voltage amplifier output is not resistively load by the feedback device (MF). 
However, active feedback tends to result in a higher input capacitance (Cl) and more 
noise than shunt feedback. Furthermore, active feedback with an FET is less linear 
than shunt feedback with a resistor. The main application of the active-feedback 
TIA is as a load element in main amplifiers. We discuss this application further in 
Chapter 6. [+ Problem 5.131 

5.2.9 Inductive Input Coupling 

In high-speed receivers, the photodetector and the TIA chip often are located in 
the same package. This approach is known as copackuging and has the purpose of 
minimizing the interconnect parasitics between the detector and the TIA. The bond 
wire that typically is used for this interconnect can be modeled by the inductor L g ,  

as shown in Fig. 5.20(a). Although we may think at first that this inductor should 
be made as small as possible, it turns out that there is an optimum value for L B  
corresponding to an optimum length for the bond wire. 

? +  

Fig. 5.20 TIA with (a) an inductor and (b) an L-C low-pass network to couple the photo- 
detector to the input. 
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In Section 5.2.3, we observed that a small series inductor can improve the noise 
matching and thus reduce the input-referred noise current. Besides this, a small series 
inductor also can enhance the TIA’s bandwidth. We can understand this in a qualitative 
way as follows: near the resonance frequency of the tank circuit formed by CD,  L B ,  
and C I ,  the current from the photodetector through LB into the TIA is enhanced over 
the situation without inductor (LB  = 0). In other words, the shunting effect of CD is 
partly ‘tuned out” by L B ,  causing a more efficient transfer of the photocurrent into 
the TIA. If we place the resonance near tlhe point where the TIA’s frequency response 
starts to roll off, we can extend its 3-dB bandwidth. The reduction of the input- 
referred noise current, which we discussed earlier in terms of noise matching, also 
can be explained by this resonant current gain in the input network. The resonance of 
the tank circuit occurs approximately at the frequency 1 / ( 2 n J m ’ ) ,  assuming CI 
is effectively shorted by the low input resistance, RI . Thus, the bond-wire inductance 
that places this resonance near the 3-dB point of the TIA is [ I081 

Note that inserting LB in between the photodetector and the TIA introduces two new 
poles to the TIA’s transfer function. In practice, it can be difficult to coordinate the 
new and old poles such that the specifications for peaking and group-delay variation 
are satisfied. [+ Problem 5.141 

The inductor in Fig. 5.20(a) can be replaced by a more general low-pass coupling 
network, as shown in Fig. 5.20(b). The idea behind this network is to incorporate 
the parasitic capacitances C D  and CI  into an L-C low-pass filter (CD, L1, C, L2, 
and C I ) ,  which is designed to have a frequency response that enhances the TIA’s 
bandwidth and reduces its input-referred noise current [71]. To demonstrate the po- 
tential of this technique, let’s make an idealized example in which we assume that 
the feedback amplifier has an infinite bandwidth and that the detector and input ca- 
pacitances are equal, CD = CI . Thus, before inserting a coupling network, the TIA 
has a first-order frequency response with the bandwidth 1/(2n . ~ R I C D ) ,  where RI 
is the TIA’s input resistance (cf. Eqs. (5.15) and (5.16)). Now, let’s choose as the 
coupling network an infinite, lossless, artificial transmission line with all shunt ca- 
pacitances equal to CD = CI and its characteristic impedance equal to R I .  This 
coupling network has the desirable properties of absorbing the parasitic capacitances 
C D  and CI into its end points and preventing signal reflections from the TIA back to 
the detector. The bandwidth of the TIA is now determined by the cutoff frequency 
of the artificial transmission line, which is given by 2/(2n . R ~ C D ) .  Thus, this cou- 
pling network improves the bandwidth 4x over the original bandwidth. We explain 
this transmission-line argument in greater detail in Section 6.3.2, when we discuss 
inductive interstage networks for broadband amplifiers. 

5.2.10 Differential TIA and Offset Control 

Differential circuits have a number of important advantages over single-ended cir- 
cuits. Among the most significant ones are the improved immunity to power-supply 
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and substrate noise as well as the increased voltage swing (cf. Appendix B). For these 
reasons, differential TlAs find application in noisy environments, such as a mixed- 
signal system on a chip, and in low-voltage systems where the differential output 
signal provides a larger dynamic range. A differential TIA also facilitates the con- 
nection to a differential main amplifier, avoiding the need for a reference voltage. The 
main drawbacks of differential TIAs are their higher input-referred noise and higher 
power consumption. 

To implement a fully differential optical receiver, we would need not only a differ- 
ential TIA but also a differential photodetector. Unfortunately, differential detectors 
are not normally available for the on-off keying (OOK) format and thus most re- 
ceivers are based on photodetectors that produce a single-ended current signal. As a 
result, differential TIAs typically have a single-ended input and differential outputs, 
as shown in Fig. 5.l(b). An important question is about how to interface the single- 
ended detector with the differential amplifier. There are two major approaches that 
we call the balanced TIA and the pseudo-diyerential TIA in the following. 

Balanced TIA. Figure 5.21 shows how the basic shunt-feedback TIA can be turned 
into a differential t~po logy .~  For the circuit to be balanced, the unused input, VIN, 
must be loaded with the same impedance as that presented by the photodetector. One 
way to do this is to connect a matched dummy photodetector, which is kept in the dark, 
to the unused input. Alternatively, a small capacitor that matches the photodetector 
capacitance, CX = CD, can be connected to this input, as shown in Fig. 5.21. In the 
case that a common-base/gate input stage is used, it must be placed in front of both 
inputs to preserve the balance. 

I 
I F 

Fig. 5.21 Differential TIA with single-ended photodetector. 

The balanced TIA is characterized by excellent noise immunity. Any noise on the 
power supply or the substrate couples equally strongly to the noninverting as well as 
the inverting input of the feedback amplifier and thus is suppressed as a common-mode 
disturbance. The transimpedance, bandwidth, and stability analysis, which we carried 
out in Section 5.2.2, remains valid for the balanced TIA, if we replace the single-ended 

'In this and the following circuits. we always assume thatthe differential-output feedbackamplifier includes 
some means to keep the output common-mode voltage at a fixed level. For implementation examples, see 
Section 5.3. 
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input voltage, vI, by the direrential input voltage, v1p - WIN, the single-ended output 
voltage, V O ,  by the direrential output voltage, vop - V O N ,  the single-ended feedback- 
amplifiergain by thedifferential gain, A = A ( v ~ p - v o N ) / A ( v ~ p - v ~ ~ ) ,  and so forth. 
In particular, the differential transimpedance is given by RT = A(u0p - voN)/AiI = 
A / ( A  + 1 )  . R F ,  as in Eq. (5.20). However, the input-referred rms noise current of 
the balanced TIA is a x  larger than that of the corresponding single-ended TIA 
(cf. Section 5.2.3), which, unfortunately, may reduce the optical receiver sensitivity 
by up to 1.5 dB. 

Note that, because of its single-ended nature, the photodetector does not “see” the 
differential input resistance RI = 2A(vnp - VIN)/A(ilp - i l N )  = ~ R F / ( A  + I ) ,  but 
the single-ended input resistance R I  = AvIp/Ai l ,  which is about R F / ~  (cf. Ap- 
pendix B.2 for the definition of the differential resistance). As a result, the voltage 
swing at the photodetector of a balanced TIA typically is larger than that of a single- 
ended TIA. [+ Problem 5.151 

Pseudo-Differential TIA. If noise immunity is not a primary concern, we can 
replace the matched capacitor CX in Fig. 5.21 by a large capacitor, CX + 00, shorting 
the unused input to AC ground. This large capacitor disables the AC feedback through 
Rk and we end up with essentially a single-ended topology. As a result, the thermal 
noise contribution of Rk is eliminated and the input-referred rms noise current is 
reduced. However, because of the asymmetric input capacitances, power-supply and 
substrate noise couple differently to the two inputs, causing noise to leak into the 
differential mode. 

The transimpedance, bandwidth, and stability analysis, which we have carried 
out for the single-ended TIA, remain valid for the pseudo-differential TIA if we 
replace the single-ended input voltage, vI , by the single-ended input voltage, VIP, 
the single-ended output voltage, U O ,  by the single-ended output voltage, V O N ,  the 
single-ended feedback-amplifier gain, A,  by half of the differential gain, 1/2  . A = 
lAvoN/Avlpl, and so forth. It follows that the single-ended transimpedance is now 
given by RT = IAvON/Ail I = A / ( A  $- 2 )  . R F .  Although only one output is used 
for internal shunt feedback, both outputs are available to the outside world. Thus, 
we also can specify the differential transimpedance, which is twice the single-ended 
one: RT = A(uop - uoN)/AiI = 2 A / ( A  + 2) .  RF % ~ R F .  

In comparison with the balanced TIA, the pseudo-differential TIA has a somewhat 
better sensitivity (lower input-referred noise current) but reduced immunity to power- 
supply and substrate noise. Furthermore, its single-ended input resistance has the 
lower value RI = ~ R F / ( A  + 2) compared with RI x R F / ~ .  Note that if a TIA 
that is designed for the balanced configuration is operated in the pseudo-differential 
configuration, its pole placement becomes nonoptimal because the feedback amplifier 
gain effectively is cut in half by AC grounding the unused input. In fact, the resulting 
pseudo-differential configuration has about twice the differential transimpedance but 
a lower bandwidth and quality factor. 

Offset Control. Besides the asymmetry in input impedance, the single-ended pho- 
todetector also causes an asymmetry in the output-signal levels. The noninverting and 
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inverting output signals of the TIA in Fig. 5.21 are vertically offset against each other, 
as shown in Fig 5.22(a). This can be understood as follows. First, recall the unipolar 
nature of the photocurrent (cf. Fig. 5.3). Thus, when the photodetector is dark, the 
input current is close to zero and the two output voltages are about equal (they both 
assume the output common-mode voltage). When the detector is illuminated, a cur- 
rent starts to flow into R F ,  forcing UON (dashed line) to decrease. Meanwhile, vgp 
(solid line) has to increase to keep the output common-mode voltage at a fixed level. 
Note that if the input current were bipolar, swinging symmetrically about zero, no 
such offset would occur. 

Fig. 5.22 TIA output signals: (a) without and (b) with offset control. 

Although this output offset could be suppressed by AC coupling the TIA outputs 
to the inputs of the next block (usually the main amplifier), it often is preferable to 
eliminate the offset in the TIA with an offset control circuit. By comparing Fig 5.22(a) 
and 5.22(b), we see that without offset control, only half of the available TIA output 
swing can be used, whereas with offset control, all of the swing can be used. Thus, 
offset control improves the dynamic range of the TIA. Figure 5.23 shows a typical 
offset control circuit. The idea behind this circuit is to remove the average photocur- 
rent from the detector by subtracting the DC current ZOS, thus making the current 
flowing into the TIA swinging symmetrically about the zero level. The control cir- 
cuit determines the output offset voltage by subtracting the time-averaged (low-pass 
filtered) values of the two output signals and, in response to this difference, controls 
the current source IOS such that the output offset becomes zero. Besides the offset 
control circuit shown in Fig. 5.23, there are several other solutions. For example, the 
output offset can be determined from the difference of the peak values (instead of the 
average values) of the two output signals or it can be determined from the average 
voltage drop across R F .  

To minimize the TIA's input capacitance, we may consider moving the offset- 
control current source to the unused input and reversing its polarity to - Igs. Although 
this arrangement does eliminate the output offset voltage, it suffers from the drawback 
that the amplifier's average input common-mode voltage now varies strongly with the 
received power level, and as a result, the amplifier's common-mode range may be 
violated at high input power levels. 

Although we introduced the offset control mechanism in the context of the dif- 
ferential TIA, it also can be applied to the single-ended TIA. Here again, the offset 
control mechanism subtracts the average current from the photocurrent, now with 
the purpose of making the DC component of the output signal independent of the 
received power level. 
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- 
-0 VOP 

Fig. 5.23 Differential TIA with offset control. 

5.2.1 1 Burst-Mode TIA 

How does a burst-mode TIA differ from what we discussed so far? A burst-mode TIA 
must be able to accept input signals whose amplitude vary significantly from burst to 
burst (up to 30 dB in PON systems). Furthermore, the bursty input signal is not DC 
balanced, which precludes offset control mechanisms based on averaging. 

Amplitude Control. The large amplitude variations of the input signal point to the 
use of a TIA with adaptive transimpedance, as discussed in Section 5.2.4. But in 
contrast to an adaptive continuous-mode TIA, the burst-mode TIA requires a fast 
adaptation mechanism. Burst-mode systems often provide only a short (e.g., 24 
bits) preamble, during which the receiver must adjust its gain and decision thresh- 
old before receiving the payload. A fast burst-by-burst adaptation mechanism can 
be implemented, for example, as follows [204]. Before the burst arrives, the tran- 
simpedance is set to its maximum value. Then, when the first one bit of the burst 
arrives, a peak detector at the output of the TIA detects the amplitude and reduces the 
transimpedance accordingly. The transimpedance is held constant for the duration of 
the burst, and at the end it is reset to its maximum value. 

An alternative approach, which avoids the need for fast control circuits, is based 
on an intentionally nonlinear TIA that compresses the dynamic range in a manner 
similar to a logarithmic amplifier. Figure 5.24 shows an implementation example 
with a nonlinear feedback network consisting of R F ,  R F ~ ,  and a diode [17]. For 
small input signals, the diode is turned off and the transimpedance is determined by 
R F .  For input signals that produce a voltage drop across RF that is large enough to 
forward bias the diode, the feedback resistance reduces to RF 11 R F ~ ,  thus reducing 
the transimpedance and preventing the 'TIA from overloading. The capacitor C F ~  
prevents the open-loop low-frequency pole from speeding up when R F ~  is switched 
on and thus avoids peaking. 
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Fig. 5.24 Burst-mode TIA with nonlinear feedback. 

Threshold and Offset Control. Another issue in burst-mode receivers is the ac- 
curate control of the decision threshold voltage. Because the amplitude of the signal 
is varying from burst to burst, the decision threshold voltage must be set for every 
single burst. An incorrectly set threshold level causes pulse-width distortions or the 
complete loss of data. For single-ended burst-mode TIAs, such as the one shown in 
Fig. 5.24, threshold control usually is performed by the burst-mode main amplifier 
(cf. Section 6.3.6). For differential burst-mode TIAs, just as in the case of differ- 
ential continuous-mode TIAs, we would like to eliminate the output offset voltage 
to improve their dynamic range. By doing so, we also implicitly define a decision 
threshold level, namely the crossover voltage vop = VON,  which corresponds to the 
zero-threshold level of the differential signal. Thus, by performing offset control for 
a TIA, we also implicitly perform threshold control. 

How can we eliminate the output offset voltage of a burst-mode TIA? A simple 
AC coupling circuit as well as the offset-control circuit based on low-pass filtering 
in Fig. 5.23 do not work because the received signal lacks DC balance. The offset- 
control circuit shown in Fig. 5.25, also known as the adaptive threshold control (ATC) 
circuit. eliminates the output offset voltage on a burst-by-burst basis [ 1 18, 1191. For 
now, let’s ignore the current source 10s. Before the burst arrives, the peak detector 
is reset to a voltage equal to the output common-mode voltage of the amplifier. The 
differential output voltage is now zero. Then, when the first one bit of the burst 
arrives, vop increases and VON decreases. The peak value of vop is stored in the 
peak detector and fed back to the inverting input. During the next zero bit, the value 
of the peak detector appears at the UON output. Why? Because there is no voltage 
drop across Rk (no current), no voltage across the inputs of the feedback amplifier 
(for a large gain), and no voltage drop across RF (no photocurrent). Thus, the peak 
values of both output signals are equal, which means that the output offset has been 
eliminated. When the entire burst has been received, the peak detector is reset to its 
initial value. 

In terms of transimpedance, bandwidth, and stability, the burst-mode TIA in 
Fig. 5.25 is similar to the pseudo-differential (continuous-mode) TIA discussed 
before. In particular, its differential transimpedance is about RT X 2RF. Note 
that the peak detector output presents an AC ground, once the burst amplitude has 
been acquired. 
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Fig. 5.25 Differential burst-mode TIA with adaptive threshold control. 

Chatter Control. Besides amplitude, threshold, and offset control, there is another 
problem with burst-mode TIAs that occurs during the extended periods of time that 
may elapse in between bursts. During these dead periods, no optical signal is received, 
the transimpedance is set to its maximum value, and the decision threshold is set close 
to zero in anticipation of a burst. Unfortunately, with these settings, the amplified TIA 
noise crosses the decision threshold randomly, thus generating a random bit sequence 
called charter at the output of the receiver. 

One way to fix this problem is to introduce a small intentional offset voltage at 
the TIA output. The current source Ios shown in Fig. 5.25 can do just this [ 1181. 
Note that the offset voltage must be larger than the peak noise voltage to suppress the 
chatter, but it must not be too high, either, or the receiver's sensitivity is degraded. 

5.2.1 2 Analog Receiver 

Before leaving this section, we briefly look at the world of analog receivers. Such 
receivers are used, for example, in CATV/HFC applications and in optical links con- 
necting cellular-radio base stations with remote antennas. In contrast to digital re- 
ceivers, analog receivers must be highly linear to minimize the distortion of the fragile 
analog signals (e.g., AM-VSB and QAM signals). A simple implementation of an 
analog receiver is shown in Fig. 5.26(a). It consists of a low-impedance front-end 
followed by a linear amplifier. Typically, the front-end impedance and the amplifier 
input impedance are 50 Q (or 75 f2 in CATV systems) such that standard cables and 
connectors can be used to assemble the receiver. The linearity of the p-i-n photode- 
tector usually is quite good, but close attention must be payed to the linearity of the 
amplifier (see Section 8.2.10 for an example of a linear CATV amplifier). The linearity 
of an analog CATV receiver is specified in terms of the composite second order (CSO) 
distortion and the composite triple beat (CTB) distortion (cf. Section 4.8). Typical 
numbers for a good AM-VSB receiver are CSO < -65 dBc and CTB < -80 dBc at 
a received optical power of 0 dBm. 

Besides linearity, low noise also is an important factor for analog receivers. As we 
know, the low-impedance front-end shown in Fig. 5.26(a) is rather noisy, but by using 
a transimpedance amplifier or a matching transformer, the noise performance can be 
improved. Figure 5.26(b) shows a low-noise receiver front-end with an impedance 
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Fig. 5.26 Receivers for analog signals: (a) low-impedance front-end and (b) front-end with 
matching transformer. 

matching transformer [14]. The transformer with a 4:l turns ratio matches the pho- 
todetector impedance of about 1.2 kC2 to the 7.542 input impedance of the amplifier 
(16:l impedance ratio). This technique eliminates the input resistor to ground and 
the noise associated with it. Furthermore, because this transformer has a current gain 
of 4x,  the noise current from the amplifier is attenuated by the same factor 4x when 
referred back to the photodetector. In the remainder of this section, we analyze the 
impact of the front-end noise (including the amplifier noise), shot noise, and laser 
noise on the receiver’s performance. This is an instructive exercise because the results 
are quite different from what we know from digital receivers. 

Noise Analysis. The noise performance of an analog transmission system normally 
is characterized in terms of the signal-to-noise ratio (SNR), if baseband modulation is 
used, or carrier-to-noise ratio (CNR), if passband modulation is used (cf. Section 4.2). 
Assuming a passband system with a sinusoidal carrier, we can calculate the CNR as 
follows: the average current produced by the p-i-n photodetector is RFs, where & 
is the average optical power received and R is the responsivity of the detector. The 
amplitude of the sine-wave current produced by the detector is mR&, where m is 
the modulation index. Thus, the received electrical signal power is 112 . (mRFs)’. 
Next, we consider three noise components: (i) the noise power from the front-end and 
amplifier circuit, which we designate i:.amp as usual, (ii) the shot noise power from 

the p-i-n photodetector, which follows from Eq. (3.5) as i i ,pIN = 2qR& . BW,, and 

(iii) the laser noise known as relative intensity noise (RIN), which is ii,RIN = RIN . 
R2Fs2. BW,. We discuss the latter noise in more detail in Section 7.2 (cf. Eq. (7.1 1)). 
Now, dividing the signal power by the total noise power reveals: 

- 

- 

- 

We can discuss the CNR given by this equation in terms of three upper bounds, one for 
each of the three noise components. If we consider the front-end noise only, CNR < 

m2R2F,2/(2i:.amp); if we consider the shot noise only, CNR < m2RF./(4q -BW,,); 
and if we consider the RIN noise only, CNR < m 2 / ( 2 R I N .  BW,). Figure 5.27 shows 

- 
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the total CNR (solid line) together with these bounds (dashed lines) for values that are 
typical for an analog CATV application (m = 5%, R = 0.9A/W, i;Ymmp = 12nA, 
SW, = 4 MHz, and RZN = - 150 dB/Hz). Note that each bound depends differently 
on the received optical power 7 s :  the CNR due to the front-end noise increases 
with Fs2, the CNR due to the shot noise increases with &, and the CNR due to the 
RIN noise is independent of Fs. We cam see that as we increase &, the RIN noise, 
which increases proportional to the signal, becomes the ultimate limit for the CNR. 
To achieve the CNR of more than 50 dR required for analog CATV applications, we 
need (i) a powerful transmitter (e.g., $-lo dBm) such that the received power is in 
the range -3  to OdBm and (ii) a low-noise laser (e.g., RZN < -150dB/Hz). Note 
that this situation is very different from that of a digital system, where the required 
SNR is only about 17dB, or even less if forward error correction (FEC) is used. 
Thus, a digital receiver can operate in the regime where the front-end noise strongly 
dominates the RIN and shot noise terms. 

Received Optical Power [dBm] 

Fig. 5.27 CNR as a function of received optical power for an analog CATV receiver. 

5.3 TIA CIRCUIT IMPLEMENTATIONS 

In the following, we examine some representative transistor-level TIA circuits, which 
have been reported in the literature. These circuits illustrate how the design principles 
discussed in the previous section can be implemented in a broad variety of technolo- 
gies using different types of transistors such as the metal-semiconductor field-effect 
transistor (MESFET), the heterostructure field-effect transistor (HFET), the bipolar 
junction transistor (BJT), the heterojunction bipolar transistor (HBT), and the com- 
plementary metal-oxide-semiconductor transistors (CMOS) (cf. Appendix D). 

5.3.1 MESFET and HFET Technology 

Single-Ended TIA. Figure 5.28 shows a simplified schematic of the GaAs-FET 
TIA reported in [26, 1931. This single-ended TIA has a bandwidth of 300 MHz and is 
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implemented in a 2-pm GaAs-MESFET technology . The transistors in this circuit are 
depletion-mode FETs, which means that they conduct current when the gate-source 
voltage is zero. (In the schematics, we use a thin vertical line from drain to source to 
distinguish depletion-mode from enhancement-mode devices.) 

Fig. 5.28 MESFET/HFET implementation of a single-ended TIA based on [193]. 

The feedback amplifier is implemented with FETs MI through M4. The gain is 
provided by the common-source stage consisting of MI and M2. Note that M2 (like 
M4 and M6) has the gate tied to the source and acts as a constant current source. 
The source-follower (common-drain) stage with M3 and M4 buffers the output signal 
and, with a stack of two Schottky diodes, shifts the DC-voltage to a lower value. The 
feedback resistor R F  closes the loop around this inverting amplifier. Note that the 
gate of M I  is biased through RF from the output of the amplifier, which explains the 
need for the level shifter. Another source-follower stage with M5 and Mfj serves as 
an output buffer. 

In [26, 1651 a similar single-ended TIA circuit for 3-Gb/s operation implemented 
in a 0.5-pm GaAs-MESFET technology has been reported. In contrast to Fig. 5.28, 
this TIA uses a feedback amplifier with two gain stages. The second stage is a 
common-gate stage to keep the overall amplifier polarity inverting. This TIA also 
features an adaptive transimpedance and incorporates an inductive load in the first 
stage to reduce the noise and to increase the bandwidth. 

Differential TIA. Figure 5.29 shows the simplified core of the GaAs-FET TIA 
reported in [78]. This differential TIA has a bandwidth of 22 GHz and is implemented 
in a 0.3-pm GaAs-HFET technology. 

The differential feedback amplifier is implemented with enhancement-mode 
HFETs M I ,  Mi, M?, and M i  and with depletion-mode HFETs M2, M;, M4, and 
Mi.  The gain is provided by the differential stage consisting of M I ,  Mi ,  the tail 
current source M2, M;, and the load resistors R,  R' with series inductors L and 
L'. The constant tail current together with the linear load resistors guarantee a fixed 
common-mode output voltage, independent of the differential output voltage. The 
series inductors reduce the noise and broaden the bandwidth of the stage; we discuss 
this broadband technique in Section 6.3.2. Each output from the differential stage is 
buffered by a source follower (M?, Mi) ,  which is biased by a current source (M4, 
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voN2+ 
Fig. 5.29 MESFET/HFET implementation of a differential TIA based on [78]. 

M i ) .  Schottky diodes lower the DC output voltage to the two feedback resistors, R F  
and Rk,  which close the loop around this differential amplifier. In [78], this TIA core 
is followed by a three-stage post amplifier and a 5042 buffer. 

5.3.2 BJT, BiCMOS, and HBT Technology 

Single-Ended TIA. Figure 5.30 shows the core of the BiCMOS TIA reported in 
[68]. This single-ended TIA is designed for 1.06-Gb/s NRZ signals and is imple- 
mented in a 20-GHz, 1-pm BiCMOS technology (the TIA core shown in Fig. 5.30 
uses only BJTs). 

i 
1 AU I 

RF 
-3.3v 

Fig. 5.30 BJT/HBT implementation of a single-ended TIA based on [68]. 

The feedback amplifier is implemented with transistors Ql through Q4. The gain 
is provided by the common-emitter stage consisting of Ql,  R E ,  and R c .  The ratio of 
the collectorresistor, Rc ,  to the emitter resistor, R E ,  sets the gain. After this gain stage 
follows a cascade of three emitter followers (Q2-Q4), which buffer and level-shift 
the output signal. For better input-to-output isolation, the last stage has two outputs, 
one for the feedback signal and one for the output signal. The feedback resistor RF 
closes the loop around this inverting amplifier. In [68], this TIA core is followed 
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by a post amplifier, which performs a single-ended to differential conversion, and a 
50-52 output buffer. Furthermore, the transimpedance is made adaptive with three 
MOSFETs in conjunction with an average detector, a reference voltage generator, 
and a control amplifier. 

In [178], a similar single-ended TIA circuit for 20-Gb/s operation implemented 
in a 60-GHz SiGe technology has been reported. 

Differential TIA with Inductive Input Coupling. Figure 5.31 shows the core of the 
BiCMOS TIA reported in €711. This differential TIA is designed for 10-Gb/s NRZ 
signals and is implemented in a 30-GHz, 0.25-pm BiCMOS technology. 

Fig. 5.31 BiCMOS implementation of a differential TIA based on [71]. 

As it is common practice in BiCMOS technology, the signal path is implemented 
with BJTs, whereas the bias network is implemented with MOS transistors. This 
partitioning takes advantage of the BJT’s superior high-frequency performance and 
accurate matching as well as the MOSFET’s high output impedance, virtually zero 
gate current, and low noise. For a noise comparison of MOSFET and BJT current 
sources, see [139]. 

The differential feedback amplifier is implemented with the BJTs Ql through 
Q3,  Q’, through Qi, and the MOSFETs MI,  M2, and M;. The gain is provided by 
the differential stage consisting of Ql and Q; , the tail current source MI ,  and the 
polyresistor loads R and R’. The voltage VB] is used to bias all MOSFET current 
source ( M I ,  M2, and Mi). Each output from the differential stage is buffered by an 
emitter follower (Q2,  Qi). The emitter followers are biased by the MOSFET current 
sources M2 and Mi, which have the diode-connected BJTs Q3 and Q; in series to 
keep the drain-source voltage below the breakdown voltage. Two feedback resistors, 
RF and R; ,  are closing the loop around this differential amplifier. In [71], this TIA 
core is followed by another pair of emitter followers and a 50-52 output buffer. 

A point of interest in the circuit of Fig. 5.31 is the L-C coupling network between 
the photodetector and the TIA input, which improves the TIA’s noise and bandwidth 
(cf. Section 5.2.9). The coupling network consists of the bond-wire inductor L ]  , the 
bond-pad capacitance C p ,  and the on-chip spiral inductor L2. To obtain a balanced 
TIA configuration, the coupling network and the capacitance of the photodetector, 
C X ,  are replicated at the unused input (cf. Section 5.2.10). 
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5.3.3 CMOS Technology 

Low-Voltage TIA. Figure 5.32 shows the simplified core of the CMOS TIA re- 
ported in [186, 1871. This differentiaY TIA is designed for 2.4-Gb/s NRZ signals 
and is implemented in a 0.15-pm, 2-V CMOS technology. This TIA is part of a 
single-chip receiver that includes a clock and data recovery circuit (CDR) and a de- 
multiplexer (DMUX). To reject power-supply and substrate noise better, a differential 
TIA topology was chosen. 

Fig. 5.32 CMOS implementation of a low-voltage TIA based on [186]. 

The differential feedback amplifier is implemented with the MOSFETs MI, Mi, 
Mz, Mi, and M3. The gain is provided by the differential stage consisting of Mi 
and Mi, the tail current source M3, and the p-MOS load transistors M2 and Mi. The 
latter have grounded gates and operate in the linear regime. The output signals of 
the differential stage are fed back to the inputs with the feedback resistors RF and 
R;,  which are realized with n-MOS transistors operating in the linear regime. No 
source-follower buffers are used in this 2-V design because they would cause a low 
gate-source voltage and thus a low transconductance for the input transistors Mi and 
Mi. This, in turn, would make the TIA more sensitive to substrate noise. M5 and 
M4 form a current mirror, which subtracts the offset control current ZOS from the 
photodetector current. Dummy transistor Mi at the unused input balances out the 
capacitance of M4. Note that elimination of the output offset voltage to increase the 
output dynamic range is particularly important in this low-voltage design. In [ 1861, 
this TIA core is followed by a variable gain amplifier, CDR, and DMUX. The circuits 
for gain and offset control also are provided on chip. 

Common-Gate TIA. Figure 5.33 shows the core of the CMOS TIA reported in 
[95]. This differential TIA is designed for 2.1-Gb/s NRZ signals and is implemented 
in a 0.5-pm CMOS technology. 

The differential feedback amplifier is implemented with MOSFETs M I  through 
M.1 and Mi through Mi. The gain is provided by the differential stage consisting 
of MJ and Mi, the cascode transistors M2 and Mi, and the load resistors R and 
R' with series inductors L and L'. The cascode transistors as well as the series 
inductors broaden the bandwidth of the stage; we discuss these broadband techniques 
in Section 6.3.2. Source-followers M3 and M i  buffer the outputs of the differential 
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vON 

I 1 1 1 1 

Fig. 5.33 CMOS implementation of a common-gate TIA based on [95]. 

stage and drive the feedback resistors RF and R;. Transistor M4 is a common-gate 
input stage, which decouples the photodetector capacitance from the critical node 
at the gate of MI and thus reduces the dependence of the TINS bandwidth on the 
detector capacitance (cf. Section 5.2.6). Transistor M4 also increases the reverse-bias 
of the photodetector by V~34, which improves the speed of the detector. To obtain a 
balanced TIA configuration, the common-gate input stage is replicated at the unused 
input. Note that if the value of the photodetector capacitance is known fairly well, 
this TIA circuit also can be used without the common-gate input stages M4 and Mi. 
Voltages VBI and vBI2 bias the common-gate and cascode transistors. In [95], this 
TIA core is followed by an output buffer to drive off-chip loads. 

In [ 1241, a similar differential TIA circuit for I-Gb/s operation implemented in 
a 0.25-gum CMOS technology has been reported. In contrast to Fig. 5.33, this TIA 
uses regulated-cascode input stages, which provide enhanced decoupling of the pho- 
todetector capacitance from the TIA summing node [125]. 

Multistage TIA. Figure 5.34 shows the CMOS TIA reported in [49]. This three- 
stage TIA is designed for 240-Mb/s NFU signals and is implemented in a 0.8-gm 
CMOS technology. 

Fig. 5.34 CMOS implementation of a multistage TIA based on [49] 
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In all the previous examples, the gain of the feedback amplifier was provided by a 
single stage. In this example, a cascade of three stages is used to achieve a higher gain. 
Each stage of the feedback amplifier consists of three MOSFETs (M1-M3 in the first 
stage). Transistors M1 and M2 act as a push-pull transconductor and M3 represents 
the load resistor. Thus, the stage gain is approximately (gml + gm2)/gm3, a quantity 
that is well defined by the device geometries. Because the feedback amplifier has 
three identical gain stages, the open-loop frequency response of this TIA contains 
three similar high-frequency poles. To ensure a flat closed-loop frequency response, 
these poles must be placed at a higher frequency than the single high-frequency pole 
in Fig. 5.7. Note that this single-ended amplifier must have an odd number of stages 
to ensure negative feedback through R F .  

5.4 PRODUCT EXAMPLES 

Table 5.2 summarizes the main parameters of some commercially available TIA 
chips. The numbers have been taken from data sheets of the manufacturer that were 
available at the time of writing. For up-to-date product information, please contact 
the manufacturer directly. For TIAs with a single-ended output, the transimpedance 
value, tabulated under R T ,  is followed by “(s).” For TIAs with differential outputs, 
the difSerential transimpedance value is given followed by “(d).” The input overload 
current, ig,, as well as the maximum input current for linear operation, i;:, are 
specified as peak-to-peak values, as defined in Sections 5.1.2 and 5.1.3. 

Comparing parts for different bit rates we find that, in general, higher speed parts 
exhibit a lower transimpedance, as expected from the transimpedance limit Eq. (5.25). 
We also find that a few parts, such as the FOA 125 1 B 1, have an unusually high tran- 
simpedance. These parts have an on-chip post amplifier as discussed in Section 5.2.5. 
Furthermore, we observe that, in general, higher speed parts have a larger input- 
referred rms noise current, i,y+IA, in accordance with our discussion in Section 5.2.3. 

The LG 1628AXA can sustain a particularly high input overload current owing to its 
adaptive transimpedance circuit, as the one shown in Fig. 5.14(b), and its offset control 
circuit, similar to that shown in Fig. 5.23 [205]. Finally, the MAX3866 includes 
a limiting amplifier besides the TIA, which explains its higher power dissipation 
compared with the MAX3267. 

5.5 RESEARCH DIRECTIONS 

The research effort focusing on TIAs can be divided roughly into four areas: higher 
speed, higher integration, lower cost, and lower noise. In the following, we briefly 
touch on each of these areas. 

Higher Speed. Historically, every new generation of optical telecommunication 
equipment has been 4 x  faster than the previous generation. The systems pro- 
gressed from 155 Mb/s (OC-3) to 622 Mb/s (OC-12) to 2.5 Gb/s (OC-48) to 10 Gb/s 
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(OC-l92), and so forth. In the world of data communication, the steps taken are even 
larger: every new generation has beein lox faster than the previous one. Ethernet 
comes at the speed grades 10Mb/s, 100Mb/s, 1 Gb/s, 10Gb/s, and so forth. 

The next speed of great interest is 40Gb/s (OC-768). Many research groups are 
aiming at this speed and beyond. To achieve the necessary TIA bandwidth in the range 
of 30 to 40 GHz, aggressive high-speed technologies are needed. Heterostructure 
devices, such as HBTs and HFETs, based on compound materials, such as SiGe, 
GaAs, and InP, are used frequently (cf. Appendix D). 

The following papers on high-speed TIAs were published recently: 

0 In SiGe-HBT technology, a 40-Gb/s, a 35-GHz, and a 45-GHz TIA have been 
reported in [ 1021, [ 871, and [ 861, respectively. 

0 In GaAs-HFET technology, a 22-GHz TIA has been reported in [78]. 

0 In GaAs-HBT technology, a 40-Gb/s and a 25-GHz TIA have been reported 
in [181] and [153], respectively. 

In InP-HFET technology, a 49-GHz TIA has been reported in [ 1731. A 49-GHz 
photodiode integrated with a 47-GHz distributed amplifier has been reported 
in [185]. 

In InP-HBT technology, 40-Gb/s TIAs have been reported in [ 1631 and [ 1031. 
A 56-GHz TIA has been reported in [64]. 

Higher Integration. Another area of research aims at higher integration by com- 
bining the photodetector and the electronic circuits on the same chip. This approach 
is known as optoelectronic integrated circuits (OEIC) [ 184, 1941. The simplest form 
of an OEIC is the so-called p-i-n FET, which combines a p-i-n photodetector and an 
FET on the same substrate. 

The benefits of the OEIC approach are reduced size, smaller interconnect parasitics, 
and lower packaging cost. Bringing the photodetector and the TIA on the same chip 
reduces the critical capacitance CT at the summing node of the TIA, thus the OEIC 
approach is particularly attractive for high-speed receivers. On the downside, OEIC 
receivers often are less sensitive than 1 heir hybrid counterparts because compromises 
must be made when fabricating photodetectors and transistors on the same substrate 
with the same set of processing steps. However, with the increasing use of EDFAs, 
this loss in sensitivity may not be a major drawback. 

In InP circuit technologies, the base-collector junction of an HBT often can serve 
as a photodiode, which is sensitive in the 1.3- to 1.6-pm range used for telecommu- 
nication. In some MESFET and HFET circuit technologies, a high-quality junction 
photodiode may not be available. In this case, a metal-semiconductor-metal photode- 
rector (MSM) consisting of two back-to-back Schottky diodes may offer a solution. 
Many silicon circuit technologies offer a medium-speed photodiode, which is sen- 
sitive around the 0.85-pm wavelength. For example, in CMOS technologies the 
junction between the p-drainlsource diffusion and the n-well can serve as a photo- 
diode. Such a short-wavelength photodetector combined with a TIA is useful for 
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data-communication applications [ 152, 2031. Finally, as an alternative approach to 
the monolithic OEIC, a flip-chip photodetector can be mounted on top of a circuit 
chip. In this case, the detector and circuit technologies can be chosen (and optimized) 
independently. For example, a standard silicon circuit technology can be combined 
with an InP detector, which is sensitive at long wavelengths. 

Lower cost. Another area of research is focusing on the design of high- 
performance TIAs in low-cost, mainstream technologies. In particular, digital CMOS 
technology is an attractive choice because it is offered by many foundries and the chips 
can be fabricated cost effectively on very large wafers.6 Furthermore, a CMOS TIA 
design can be combined with other analog blocks and dense digital logic on the a 
single chip. Such a system-on-a-chip approach reduces the chip count, board space, 
and power dissipation, and thus further lowers the system cost. 

The challenge of designing broadband TIAs in a silicon-based mainstream tech- 
nology is that the available active and passive devices (e.g., inductors and transmission 
lines) are of lower quality (slower, noisier, lossier, etc.) compared with those avail- 
able in a specialized 111-V microwave technology. In the case of a system-on-a-chip, 
noise isolation between the analog and digital sections poses an additional challenge. 

A SONET compliant 10-Gb/s TIA implemented in a low-cost 0.25-pm modular 
BiCMOS technology has been reported in [71]. A modular BiCMOS technology 
is basically a CMOS technology with the addition of a few masks (a module) to 
provide bipolar transistors. A 2.4-Gb/s, 0.15-pm CMOS TIA integrated with an 
AGC amplifier, a CDR, and a DMUX on the same chip has been reported in [ 1861. 
A 10-Gb/s, 0.18-pm CMOS TIA has been reported in [128]. 

Lower Noise. Recognizing that low TIA noise translates into high sensitivity, re- 
searchers have been studying ways to reduce this noise. As we know, in medium- 
and low-speed receivers, a large portion of the input-referred TIA noise is due to the 
feedback resistor(s). Several ways to eliminate these resistors have been investigated. 
In [140], a noise-free capacitive feedback network is proposed, whereas in [63], a 
noise-free optical feedback is used. In [56], the shunt-feedback TIA is replaced by 
an integrate-and-dump arrangement that is free of feedback resistors. 

5.6 SUMMARY 

The main specifications of the transimpedance amplifier (TIA) are as follows: 

0 The transimpedance, which we want to be as large as possible to relax the gain 
and noise requirements for the subsequent main amplifier. 

6However, because the mask cost for deep-submicron CMOS technologies is several hundred thousand 
U.S. dollars, the cost advantage of these technologies is realized only for very high volumes. If only a few 
thousand chips are produced, an “exotic” 111-V technology may be more cost effective than CMOS. 
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0 The input overload current, which must be large enough to avoid harmful pulse- 
width distortion and jitter when the maximum optical signal power is received. 

0 The maximum input current for linear operation, which must be large enough to 
avoid harmful signal clipping, harmonic, and intermodulation distortions when 
the maximum optical signal power is received. These distortions are important 
in applications where linear signal processing (e.g., equalization) is performed 
or in applications that use a linear modulation scheme (e.g., CATV/HFC). 

0 The input-referred noise current, which must be as small as possible to obtain 
high sensitivity. A low input-referred noise current is particularly important 
for p-i-n receivers. The TIA noise performance can be specified in terms of the 
input-referred noise current spectrum or the input-referred rms noise current; 
the latter quantity determines the sensitivity. 

0 The TIA bandwidth, which is chosen between 0.6B and 1.2B depending on 
the bandwidths of the other components in the receiver system. 

0 The group-delay variation, which must be kept small to minimize jitter and 
other signal distortions. 

The shunt-feedback principle is used in virtually all TIA designs because it si- 
multaneously provides high bandwidth, high transimpedance, high overload current, 
and low noise. The noise performance of a shunt-feedback TIA can be optimized 
by choosing a large feedback resistor, minimizing the detector capacitance, matching 
the TIA input capacitance to the detector capacitance (FET front-end), and carefully 
choosing the collector current (BJT front-end). 

The basic shunt-feedback TIA can be enhanced by making its transimpedance 
adaptive, which improves the input overload current and the maximum input current 
for linear operation. A post amplifier can be used to boost the transimpedance. A 
common-base/gate input stage or a current-mode TIA can be used to make the TIA 
bandwidth less dependent on the photcldetector capacitance. A bond-wire inductance 
or an L-C filter placed in between the photodetector and the TIA can increase its 
bandwidth and lower the noise. Differential TIAs are more resilient to power-supply 
and substrate noise and feature an increased output voltage swing. An offset control 
circuit can be used to improve the output dynamic range. Burst-mode TIAs require a 
fast amplitude and threshold (or offset) control mechanism to deal with a bursty input 
signal of varying amplitude. Analog receivers are optimized for low signal distortions 
(high linearity) and low noise. 

TIAs have been implemented in a wide variety of technologies including metal- 
semiconductor FET (MESFET), heterostructure FET (HFET), BJT, heterojunction 
bipolar transistor (HBT), BiCMOS, and CMOS. 

Currently, researchers are working on 40-Gb/s TIAs and beyond, TIAs integrated 
with the photodetector on the same chip, TIAs in low-cost technologies such as 
CMOS, and ultra-low-noise TIAs. 
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5.7 PROBLEMS 

5.1 Input-Referred RMS Noise Current. A TIA with differential outputs has a 
differential transimpedance of 1 kC2 and an rms output noise voltage of 1 mV 
at each output terminal. (a) Assuming that the noise at the two outputs is 
uncorrelated, how much noise is in the differential mode and how much noise is 
in the common mode? (b) What is the input-referred rms noise current required 
to reproduce the single-ended output noise and what is the input-referred rms 
noise current required to reproduce the differential output noise? 

5.2 TIA Dynamic Range. A 10-Gb/s receiver must be able to handle optical input 
signals in the range from -19dBm to -1OdBm at BER < lo-’*. Assume 
that the photodetector responsivity is 0.8 A/W and that the optical signal has 
high extinction. (a) What input overload current and input-referred rms noise 
current should the TIA have? (b) What averaged input-referred noise current 
density should the TIA have, if its bandwidth is 10 GHz? 

5.3 Low-Impedance Front-End. A 5042 low-impedance front-end is followed 
directly by an amplifier with 5042 inputs and outputs, gain A = 40 dB, noise 
figure F = 2dB, and noise bandwidth SW, = 10GHz. (a) How large is the 
transimpedance of this arrangement? (b) How large is the input-referred rms 
noise current? (b) How does the optical sensitivity of this front-end compare 
with a TIA front-end with i:.y,A = 1.4 FA? 

5.4 TIA Output Impedance. Repeat the “simple” (single-pole) analysis of the TIA 
in Fig. 5.6, but now include a series resistance, Rs,  at the output of the otherwise 
ideal feedback amplifier, A.  (a) Calculate the transimpedance, ZT (s), input 
impedance, Z I  (s), and output impedance, Zo(s). (b) What are the bandwidths 
of these impedances? 

5.5 Open-Loop Pole Spacing. For a two-pole TIA, the open-loop pole spacing, 
R F C T /  TA, must be 2A to obtain a Butterworth response after closing the loop 
(Eq. (5.23)). (a) Given an arbitrary closed-loop Q value, what is the required 
open-loop pole spacing? (b) What is the required pole spacing for a Bessel re- 
sponse? (c) What is the required pole spacing for a critically damped response? 

5.6 Transimpedance Limit. In the available technology, we can realize voltage 
amplifiers with a gain-bandwidth product of 44 GHz. Given CT = 0.3 pF and 
the requirement that the TIA bandwidth must be 70% of the bit rate, what 
maximum transimpedance values do we expect for the basic shunt-feedback 
TIA operating at 2.5 Gb/s, 10 Gb/s, and 40 Gb/s? 

5.7 Feedback Capacitance. Calculate the transimpedance Z T ( S )  of a TIA as 
shown in Fig. 5.6 but with the addition of a feedback capacitor C F  in parallel 
to R F .  Assume a single-pole model (with time constant T A )  for the feedback 
amplifier. (a) What are the expressions for R T ,  W O ,  and Q? (b) What value for 
C F  do we need to obtain a Butterworth response (assume CF << CT)? (c) What 
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is the 3-dB bandwidth of the TIA given a Butterworth response (assume TA << 
RF(CT + ACF))? (d) Does the transimpedance limit Eq. (5.25) still hold for 
this case? 

5.8 TIA f 2-Noise Corner. The “f 2-noise comer” occurs at the frequency where 
the white noise and f noise are equally strong. (a) Derive an expression for 
the f 2-noise comer frequency of a TIA with a MOSFET front-end. (b) How 
is this comer frequency related to the bit rate? 

5.9 TIA with l/f Noise. Assume that the white channel noise and the I /  f noise 
can be written in the combined form = 4kTrg,(1 + fc/f), where f c  
is the 1/ f -noise comer frequency. Calculate the input-referred noise current 
spectrum of a TIA with a MOSFET front-end. 

5.10 TIA with Variable Feedback Resistor. A shunt-feedback TIA has a variable 
feedback resistor RF (with negligible parallel capacitance). How does the 
TIA’s frequency response vary for the following cases? (a) The adaptation 
mechanism controls only R F ,  wliereas A and TA remain fixed (assume TA << 
RFCT and A >> 1). (b) The adaptation mechanisms controls A and RF in 
a proportional way, whereas TA remains fixed (same assumptions). (c) The 
adaptation mechanisms controls A to be proportional to a, whereas the gain- 
bandwidth product of the feedback amplifier remains fixed (same assumptions). 

5.11 TIA Parameters. You are reviewing a paper that describes a single-ended TIA 
consisting of a shunt-feedback stage and a post-amplifier stage. The shunt- 
feedback amplifier and the post amplifier both have a gain of 6 dB. The section 
on experimental results reports the transimpedance as 62.5 dBSZ and the input- 
referred noise-current density as varying between 4 and 5 PA/&, depending 
on frequency. What is your comment to the author? 

5.12 Current-Mode TIA. Calculate the frequency-dependent transimpedance 
ZT (s) of the current-mode TIA shown in Fig. 5.1 8(a). Assume an idealized 
current-amplifier model with Rs = 0, but take CL # 0 into account. How 
large is the 3-dB bandwidth? 

5.13 Active-Feedback TIA. Calculate the transimpedance ZT (s) of the active- 
feedback TIA shown in Fig. 5.19(a). Assume a single-pole model (with time 
constant T A )  for the feedback amplifier. (a) What are the expressions for R T ,  
00, and Q? (b) What time constant TA is needed to obtain a Butterworth 
response? (c) What is the 3-dB bandwidth of the TIA given a Butterworth 
response? (d) Does the transimpedance limit Eq. (5.25) apply to this TIA? 

5.14 TIA with Bond-Wire Inductance. Calculate the frequency-dependent tran- 
simpedance ZT (s) of the TIA wi1.h bond-wire inductance shown in Fig. 5.20(a). 
Assume that the feedback amplifier has an infinite bandwidth such that the 
shunt-feedback TIA contributes only a single pole. What conditions must be 
met to obtain a Butterworth response? (Hint: the third-order Butterworth trans- 
fer function has the form l / [ ( I  + sT)(1 + sT + s2T2) ] . )  
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5.15 Differential TIA. (a) Calculate the low-frequency relationship between VIP and 
i I  of the balanced TIA shown in Fig. 5.21. From this result, derive the single- 
ended input resistance R1 = AvIpIAiI “seen” by the photodetector. (b) Derive 
the same single-ended input resistance from the differential input resistance 
R1.d = 2A(v1p - VIN)/A(iIp - i I N )  = ~ R F / ( A  + 1) and the common-mode 
input resistance R I . ~  = 112. A(VIP + V ] ~ ) / a ( i ~ p  + i”) = R F / ~ .  
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In this chapter, we focus on the main ampl$er (MA). We start by distinguishing two 
types of MAS, the limiting ampl$er (LA) and the automatic gain control ampl$er 
(AGC amplifier). Then, after introducing the main specifications of the MA and re- 
lating them to the system performance, we discuss MA circuit concepts in a general 
and. as much as possible, technology-independent manner. Subsequently, we illus- 
trate these concepts with practical implementations in a broad range of technologies. 
We conclude with a brief overview of product examples and current research topics. 

6.1 LIMITING VS. AUTOMATIC GAIN CONTROL (AGC) 

The purpose of the MA is to amplify the small signal from the transimpedance am- 
plifier (TIA) to a level that is sufficient for the reliable operation of the clock and 
data recovery (CDR) circuit. The required swing at the output of the MA typically is 
several 100 mV peak-to-peak. The MA also is known as the post ampl$er because 
it follows the TIA in the chain of amplifiers. The MA can be realized as a stand- 
alone part or it can be integrated with the TIA on the same chip. In the first case, a 
50-52 transmission line typically is used to connect the TIA to the MA, whereas in 
the second case, this is not necessary. Almost all MAS are fully differential, that is, 
they feature differential inputs as well as differential outputs (cf. Appendix B for a 
discussion of differential circuits). Such an MA together with its input and output 
voltages is shown in Fig. 6.1. The differential input voltage V I  is the difference be- 
tween the two single-ended input voltages u f p  and VIN and, similarly, the differential 
output voltage vo is the difference between the two single-ended output voltages uop  
and V O N .  

159 
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Fig. 6.1 Input and output signals of a fully differential MA. 

Depending on the application, it may or may not be acceptable for the MA to 
introduce nonlinear distortions (cf. Chapter 4). If low distortion is mandatory, an 
AGC amplifier must be used. If nonlinear distortions can be tolerated, the simpler 
LA design is preferred. 

Limiting Amplifier. For small input signals, most amplifiers display a fairly linear 
response. For large signals, however, nonlinear effects may distort the output signal. 
Specifically, a differential stage with a constant tail current has a limited output 
swing: when all of the tail current is switched through one of the two transistors, 
severe distortions in the form of clipping set in. 

An LA is an amplifier with no special provisions to avoid this naturally occurring 
clipping or limiting of the output signal. The idealized DC transfer function of an 
LA is shown in Fig. 6.2(a). For very small input signals, U I ,  the amplifier operates 
in the linear regime (VO proportional to U I ) ,  but for larger signals, it crosses into the 
limiting regime ( U O  = constant). Although the limiting occurs naturally as a result 
of a constant tail current or other signal swing constraints, the designer of an LA 
needs to make sure that the limiting occurs in a controlled way. For example, delay 
variations, which may occur when the LA crosses from the linear into the limiting 
regime, must be minimized to avoid the generatior? of jitter. 

Fig. 6.2 DC transfer function of (a) an LA and (b) an AGC amplifier. 

AGC Amplifier. An AGC amplifier consists of a variable-gain arnpliJier (VGA) 
and an automatic gain-control mechanism that keeps the output swing constant over 
a wide range of input swings. Whereas the LA starts to distort (limit) for large input 
signals, the AGC amplifier reduces its gain and thus manages to stay in the linear 
regime. Figure 6.2(b) shows how the DC transfer function of an AGC amplifier 
depends on the input signal strength. Nevertheless, for very large signals, the AGC 
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amplifier cannot reduce its gain any further and limiting will occur eventually. The 
system designer must make sure that the input dynamic range of the AGC amplifier 
is sufficiently wide to avoid this situation. 

Comparison. Note that the distinction between an AGC amplifier and an LA is 
analogous to the distinction between a TIA with and without adaptive transimpedance, 
which we discussed in Section 5.2.4. In a way, the LA can be regarded as an AGC 
amplifier for which the gain is stuck at its maximum value, resulting in a narrow 
linear regime. 

Because an LA does not have a gain-control mechanism, it generally is easier to 
design than an AGC amplifier. Furthermore, its power dissipation, bandwidth, noise, 
and so forth often are superior to an AGC amplifier realized in the same technology. 

The linear transfer function of the A,GC amplifier preserves the signal waveform 
and permits analog signal processing to be performed on the output signal. Examples 
for such signal processing tasks are equalization, slice-level steering, and soft-decision 
decoding, which were discussed in the Sections 4.1,4.10, and 4.1 1, respectively. The 
LA severely distorts the input signal when operating in the limiting regime, causing 
much of the information in the input signal to be lost. The zero-crossings, however, 
are preserved exactly as long as the LA is free of offset and memory. For this reason, 
it is sometimes said that the LA performs the slicing function. 

6.2 MA SPECIFICATIONS 

In the following, we discuss the main specifications of the MA: the gain, the band- 
width, the group-delay variation, the noise figure, the input dynamic range, the input 
offset voltage, the low-frequency cutoff, and the AM-to-PM conversion. For a dis- 
cussion of S parameters, see Appendix c. 

Whereas the TIA specifications determine the primary performance of the re- 
ceiver, such as the sensitivity and the werload limit, the MA specifications have 
less of an impact. However, insufficient MA specifications may degrade the receiver 
performance. Thus, in the following, we emphasize the relationship between each 
specification and the power penalty it causes.I As explained in Section 4.5, this rela- 
tionship permits us to derive expressions for the maximum or minimum permissible 
value for each specification. 

6.2.1 Gain 

Definition. 
input voltage change, Av, : 

The voltage gain, A ,  is defined as the output voltage change, Avo, per 

'All power penalties in this section are derived for an unamplified transmission system with a pi-n detector 
(cf. Section 4.5). 
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Thus, the higher the gain, the more outpit signal is produced for a given input signal. 
The gain is specified either on a linear scale or in dBs. In the latter case, the value in 
dB is calculated as 20 log A ;  for example, a gain of 1,000 corresponds to 60 dB. 

When operated with a small AC signal, the MA‘s transfer function is fully described 
by the frequency-dependent gain magnitude I A(f) 1 and the frequency-dependent 
phase shift @(f) between the input and the output signal. A generalization of the 
voltage gain defined in Eq. (6.1) to the complex quantity A = IAJ . exp(j@) captures 
both aspects. Note that this complex gain quantity also can be expressed as A = 
V,/ K ,  where V, is the output voltage phasor and V; is the input voltage phasor. The 
voltage gain A is closely related to the S parameter & I .  If the input impedance of 
the amplifier is equal to the characteristic impedance Ro = 50 52 (Sl1 = 0) and the 
output of the amplifier is loaded by the characteristic impedance Ro = 50 52, the two 
quantities become identical (cf. Appendix C). 

The gain usually is specified for a small input signal. In the case of an LA, the 
signal must be small enough such that it stays in the linear regime of the transfer 
function, that is, gain compression or limiting do not occur. In the case of an AGC 
amplifier, the signal must be small enough such that the maximum gain is realized 
( A  = A,,,), that is, the AGC mechanism doesn’t reduce the gain. Besides the 
maximum gain, the minimum gain and the automatic gain control range also are of 
interest for AGC amplifiers. The AGC range is defined as the ratio of the maximum 
to the minimum gain. For example, if the minimum gain is 10 dB and the maximum 
gain is 40 dB, the AGC range is 30 dB. 

For amplifiers with differential outputs, the gain can be measured single endedly, 
with ug = uop or ug = u o ~ ,  or differentially, with uo = uop - ZION. It is important 
to specify which way the gain was measured because the differential gain is 6dB 
higher than the single-ended gain. Fortunately, the gain depends little on whether the 
inputs are driven single endedly or differentially. The input voltage of a differential 
amplifier is always defined as the voltage between the noninverting and inverting 
input, U I  = u p  - U I N ,  no matter if they are driven single endedly or differentially. 
The only difference between single-ended and differential drive is that the former 
excites the common mode, whereas the latter ideally doesn’t. 

Most high-speed MAS have 50-R inputs and outputs. For a correct gain measure- 
ment, the signal source impedance must be 50 Cl and the outputs must be properly 
terminated with 50-R resistors. 

Power Penalty Next we derive the power penalty (PP) caused by a finite MA 
gain and then determine how large we have to make this gain. To discuss the power 
penalty we refer to the receiver model shown in Fig. 4.1, where the MA is followed 
by a decision circuit (DEC). If the DEC is perfect, no power penalty is incurred, no 
matter how large or small the MA gain is. However, real DECs with a finite sensitivity 
do cause a power penalty in conjunction with the finite MA gain. 

Let’s define the decision circuit sensitivity, also called the decision threshold arn- 
biguity width (DTAW), VDTA, as the input voltage swing (measured peak to peak) 
below which the DEC makes random decisions (BER = 0.5). Let’s further assume 
that the DEC operates free of errors if we go just slightly above this voltage (i.e., we 
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assume the DEC is noise free). Figure 6.3 illustrates that we need to increase the 
DEC input swing, which is the MA output swing I$', by VDTA to obtain the same 
BER for VDTA > 0 as for the ideal case, VDTA = 0. The hatched areas represent the 
receiver noise for the desired bit-error rate (BER), similar to the noise representation 
in Fig. 4.1 1. Thus, for a nonzero DTAW, we incur the following power penalty: 

VDTA - l + -  p p  = -- - 4' + VDTA e 4 p  . 

For example, with a DEC sensitivity of 10 mV and a voltage swing of 500 mV peak- 
to-peak into the DEC, we incur a power ]penalty of 0.086 dB. For the reliable operation 
of the CDR, we also need enough voltage swing to drive the phase detector. However, 
the phase detector usually is less demanding than the DEC, and we assume here that 
the voltage swing required for the CDF: is determined by the DEC. 

Fig. 6.3 MA output signal with noise for (a) an ideal DEC and (b) a DEC with fi- 
nite sensitivity. 

The power penalty in Eq. (6.2) becomes largest for small values of %'. The 
TIA supplies the smallest useful signal swing to the MA when it operates at the 
sensitivity limit. This MA input signal swing can be expressed in terms of the TIA's 
input-referred rms noise current and its transimpedance using Eqs. (5.1) and (5.5): 

(6.3) 

The smallest MA output signal swing simply is I$pmin = A . I$!~~~, and thus the 
worst-case power penalty becomes 

VDTA P P = l + -  
2Q. A . RT . j""" 

' 

n . TIA 
(6.4) 

In this derivation, we have assumed that the signals and e,min are so small 
that neither the transimpedance gain nor the MA gain is compressed (or reduced by 
the AGC). [+ Problem 6.11 

Finally, we can solve Eq. (6.4) for A to get an expression for the minimum per- 
missible MA gain: 

VDTA 
(PP - I )  . 2Q . RT . i,y+IA. A ?  (6.5) 

From this equation, we can conclude that if the DEC has a perfect sensitivity 
(VDTA = 0), no gain is required at all. Furthermore, we can see how a high tran- 
simpedance helps to relax the gain requirements for the MA. 
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Typical Values. Next we calculate some typical numbers based on a 10-mV DEC 
sensitivity, 0.05-dB power penalty (PP = 1.01 16), and BER = (Q = 7.035). 
For a typical 2.5-Gb/s system (RT = 3 kQ, i,y$,A = 380nA), we obtain the numeri- 
cal value 

10 mV 
0.01 16 - 14.07 . 3  kQ .380nA 

= 34.6dB. A ?  

And for a typical lO-Gb/s system (RT = 1 kC2, iimhA = 1,400nA) we get 

lOmV 
0.0116. 14.07. 1 kQ.l ,400nA 

= 32.8dB. A 2  

In conclusion, a typical MA has a gain of around 30 to 40dB. 

6.2.2 Bandwidth and Group-Delay Variation 

Definition. The MA bandwidth, B W3dB, is defined as the (upper) frequency at which 
the small-signal gain IA(f)l dropped by 3 dB below its midband value. This band- 
width also is called the 3-dB bandwidth to distinguish it from the noise bandwidth. 

The bandwidth specification alone does not say anything about the phase of A( f). 
We know that even if the frequency response IA(f)l is flat up to a sufficiently high 
frequency, distortions in the form of data-dependent jitter may occur if the phase 
linearity of A (  f )  is insufficient. A common measure for phase linearity is the variation 
of the group delay with frequency. The group delay, t, is related to the phase, CP, as 

Note that the definition of bandwidth and group delay is based on the assumption 
that a sine wave applied to the input of the amplifier produces a sine wave at the 
output. Although this is the case for a linear amplifier. such as an AGC amplifier, 
it is not normally the case for an LA, which clips the output signal under normal 
operation. If the LA is operated in the limiting regime, the concept of bandwidth no 
longer applies and must be replaced by a large-signal concept such as the switching 
speed. However, it is always possible to reduce the input signal amplitude to the point 
where the LA enters the linear regime and then the bandwidth and the group delay 
are defined as usual. This small-signal bandwidth tends to be a conservative estimate 
of the LA'S large-signal speed.* 

T ( W )  = -dCP/dw. 

Typical Values. As discussed in Section 4.6, the MA bandwidth often is made 
much larger than the desired receiver bandwidth. The receiver bandwidth then is 
controlled mostly by either the TIA or the filter, whereas the MA has little impact 
on the bandwidth. Furthermore, the intersymbol interference (ISI) introduced by the 
MA and its associated power penalty remain small. As a rule of thumb, the MA 
bandwidth is chosen around 1.OB to 1.2B, nearly twice the recommended receiver 

2This can be explained as follows: although the bandwidth of a multistage LA is lower than that of its 
stages (cf. Section 6.3. I), the switchin8 speed of a multistage LA Is essentially the same as that of its stages. 
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bandwidth of 0.6B to 0.7B: 

2.5 Gb/s MA: 

10 Gb/s MA: 

B W ~ ~ B  = 2.5 GHz . . . 3  GHz, 

Bw’jd~ = 10 GHz . . . 12 GHz. 
(6.8) 

(6.9) 

Typically, a group-delay variation, A r ,  of less than f10% of the bit period ( f O .  1 UI) 
over the specified bandwidth is required to limit the generation of data-dependent 
jitter. This corresponds to 

2.5Gb/sMA: JArl < 40ps, (6.10) 

10Gb/sMA: IAr( < lops. (6.1 1) 

It is interesting to observe that LAs can be designed with a 3-dB bandwidth that is 
significantly lower than B ,  because vertical distortions in the eye diagram are clipped 
away when the amplifier operates in the limiting regime. However, the bandwidth 
for which I Ar I < 0.1 UI must be around B to avoid large horizontal distortions in 
the eye diagram (jitter), which are not removed by the LA (cf. Section 4.6). 

6.2.3 Noise Figure 

The noise generated by the MA adds to the total receiver noise and thus degrades the 
receiver sensitivity. Because we would like the receiver sensitivity to be determined 
by the TIA noise alone, we must make the MA noise (when referred to the input of the 
TIA) small compared with the TIA noise. In the following, we begin by reviewing 
important noise quantities such as the input-referred noise voltage and the noise figure. 
Then, we go on to calculate the power penalty caused by the MA noise, which leads 
up to an expression for the maximum permissible noise figure. 

Definition. Figure 6.4 shows a noiseless MA with an equivalent noise voltage 
source, U, ,MA,  connected to one input. This voltage source is chosen such that, 
together with the noiseless MA, it reproduces the output noise of the actual noisy 
MA. The voltage provided by the equivalent noise voltage source also is known as 
the input-referred noise voltage. We assume here that the source impedance is known 
to be Rs = 50 S2, and thus a single noise source is sufficient to model the amplifier 
noise. (In the general case, a noise voltage and a noise current source had to be used.) 

The input-referred noise voltage in Fig. 6.4 can be quantified in two different ways: 

Input-Referred Noise Voltage Spectrum. We can specify the power spectral 
density of the input-referred noise voltage, V:MA (f), also known as the input- 
referred noise voltage spectrum for short. Note that this power spectrum is 
measured in nV2/Hz and is a function of frequency (the square root of this 
spectrum, V n . ~ ~ ( f ) ,  is measured in nV/&). 

Input-Referred RMS Noise Voltage. Alternatively, we can specify the input- 
referred rms noise voltage, u;m,*, which is measured by a single number in 
GV. Similar to our discussion for the TIA, this rms noise voltage is determined 
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fig. 6.4 Noise quantities in a differential amplifier with 50-Q inputs. 

by referring the noise spectrum to the output, integrating it at the output, and 
then referring it back to the input. Thus, we have 

where I A ( f )  1 is the frequency-dependent gain of the MA and A0 is its midband 
value. For analytical calculations, the integration can be carried out to infinity; 
for simulations (and measurements), it usually is enough to integrate up to 
about 2x the MA's bandwidth, after which the contributions to the rms output 
noise become negligible. 

There is an important difference between the noise model of the TIA and the 
MA. For the TIA, the transimpedance from the equivalent noise current source to the 
output was the same as the transimpedance from the signal input to the output. This 
is not so for the MA! Here, the gain from the equivalent noise voltage source to the 
output is one half of the gain from the signal input to the output. This fact can be 
explained with Fig. 6.4, which shows how the voltage divider formed by the 5042 
source resistance and the 5042 input resistance of the amplifier splits the voltage of 
the equivalent noise voltage source in half. The noise at the input of the amplifier, 
sometimes known as the available input-referred noise voltage, is 

(6.13) 

The important point is that the noise that adds to the MA's input signal, us, is the 
available input-referred noise, V,,,MA/2, as indicated in Fig. 6.4, and not the full input- 
referred noise. Therefore, the available input-referred noise is the relevant quantity 
for S N R  and sensitivity calculations. In contrast, the full input-referred noise is the 
relevant quantity for noise figure calculations, as we will see in a moment. 

The distinction between input-referred noise and available input-referred noise is 
familiar to the microwave engineer working with 5042 interfaces every day, but it 
may come as a surprise to the traditional analog designer. In analog circuits with op 
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amps, the amplifier’s input impedance is much higher than the source impedance, thus 
no voltage division takes place and the two noise measures are identical. The same 
is true for an MA that is integrated with a TIA on the same chip, circumventing an 
off-chip 5042 interface. The input-referred noise specified in MA data sheets usually 
is the uvaiZubZe input-referred noise. !Sometimes a note clarifies this specification 
as “output noise divided by midband gain.” Circuit simulators usually require that 
you define the source to which the noise spectrum is referred. Thus, if you define 
the source like U,,,MA in Fig. 6.4, your simulation produces the input-referred noise 
spectrum. If you want to produce the available input-referred noise spectrum, you 
can use a simulation setup similar to that shown in Fig. C. 1 and refer the noise back 
to the source us in front of the 2 x gain block. 

We are now ready to define the noise figure. A common definition for the noise 
figure, F ,  is the ratio of the “total output noise power” to the “fraction of the output 
noise power due to the thermal noise of the source resistance.” Equivalently, the 
noise figure can be expressed as the ratio of the “input-referred noise power” to the 
“thermal noise power of the source re~istance.”~ If we calculate this ratio in a narrow 
frequency band, such as 1 Hz, we obtain the so-called spot noisefigure 

(6.14) 

where the thermal noise spectrum of the source resistance, V 2 s ,  was expanded in 
terms of the source resistance R s ,  usually 50i-2, and the temperature T ,  which is 
defined to be 290 K for noise figure calculations. Similarly, if we calculate the ratio 
defining the noise figure over a wide bandwidth we obtain the wideband noisefigure 

(6.15) 

- 
where the thermal noise power of the source resistance, is calculated by refemng 
the output noise power due to the thermal noise of the source resistance back to the 
equivalent noise voltage source. The latter quantity can be expressed easily in terms 
of the MA’s noise bandwidth, BW,,, as shown on the right-hand side of Eq. (6.15). 
Note that the noise figure expressions in Eqs.  (6.14) and (6.15) are based on the input- 
referred noise voltage, not the available input-referred noise voltage. The noise figure 
is specified either on a linear scale or in dBs. In the latter case, the value in dB is 
calculated as 10 log F .  [-+ Problem 6.21 

It is convenient to remember the value for the noise voltage of the source resistance, 
vim; = 4 4 k T  Rs . BW,,, given Rs = 50 C2 and T = 290 K: 

(6.16) 

‘Yet another equivalent definition for the noise figure is the ratio of the “input SNR” to the “output SNR,” 
where the input SNR is based on the thermal noise of the source resistance only. 
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For example, if the output rms noise voltage of an MA with 40-dB gain and 12-GHz 
noise bandwidth is 20 mV, we conclude that the available input-referred rms noise 
voltage is 20 mV/100 = 200 pV, the input-referred rms noise voltage is twice that, 
2 x 200 p V  = 400 pV,  and the rms noise voltage of the source resistance is 98 pV; 
thus, the noise figure is 10 log(400 pV/98 P V ) ~  = 12.2 dB. 

Unfortunately, there is yet another difficulty that is related to the differential inputs 
of the MA. If we drive the amplifier single endedly as shown in Fig. 6.4, the noise 
voltage of the source resistance is that of a single 5042 resistor, the noise of the 
termination resistor at the other input counts as amplifier noise. However, if we drive 
the amplifier differentially, the noise voltage of the source ,resistance is that of two 
5042 resistors. Thus, the differential noise figure is 3 dB lower than the single-ended 
noise figure. (The total noise power is the same, but the noise power due to the source 
resistance has doubled.) Most noise-figure test sets measure only the single-ended 
noise figure, and thus the noise figure specified in MA data sheets usually is the 
single-ended one. 

What about the outputs of a fully differential MA? Do we also have to distinguish 
between a single-ended and a differential measurement? Fortunately, there is almost 
no difference because the multistage topology, which typically is used for MAS, causes 
the noise voltages at the two outputs to be highly anticomelated (Vn.op = - u ~ ~ . o N ) .  
(Remember that the noise voltages at the two outputs of a differential TIA usually 
are not highly anticorrelated; cf. Section 5.1.4.) If we measure the differential rms 
output noise voltage of an MA, we find twice the single-ended output noise voltage, 
but we also have twice the gain; thus, the input-referred rms noise voltage and the 
noise figure remain the same. 

Power Penalty Now let's calculate the power penalty caused by the MA noise. 
The total mean-square noise current referred back to the input of the TIA can be 
written as - - - 

2 - .2 2 
in.arnp - 'n.TIA + (6.17) 

- - 
where i:,TIA is the familiar input-referred noise current of the TL4 and i:.MA is the 
noise of the MA referred all the way back to the input of the TIA. Thus, when adding 
our noisy MA to the receiver, the input-referred rms noise current goes up from 

to & and, according to Eq. (4.20), we need to increase the received 
optical power by the same amount to maintain a constant BER. Therefore, the power 
penalty due to the MA noise is 

(6.18) 

The noise of the MA referred back to the TIA input can be expressed in terms 
of the MA's noise figure F and the TIA's transimpedance R T .  We start with the 
input-referred mean-square noise voltage of the MA, Remember that this 

noise voltage includes the noise voltage of the source resistance, u ; , ~ ,  so we have 

- 
- 
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to subtract it out. Then, we divide this result by four to obtain the available input- 
referred mean-square noise voltage due to the MA only. Again dividing this result by 
the squared transimpedance, R ; ,  is giving us the desired input-referred mean-square 
noise current. Finally, we can express the input-referred noise voltage in terms of the 
noise figure using Eq. (6.15): 

(6.19) 

Combining Eqs. (6.18) and (6.19), we find the power penalty due to the MA noise 
to be 

( F  - 1)  . V,.s 
(6.20) 

Solving this equation for F yields the maximum permissible noise figure 

(6.21) 

From this equation, we can conclude that a high transimpedance helps to relax the 
noise-figure requirements for the MA. Furthermore, a low-noise TIA also requires a 
low-noise MA to keep the power penalty low. 

Typical Values. Next, we calculate some typical numbers based on a 0.05-dB power 
penalty (PP = 1.0116), and a noise bandwidth BW,, = 1.2B. For a typical 2.5-Gb/s 
system (RT = 3 kQ, iim&A = 380 nA), we obtain the numerical value 

= 17.1 dB. 
4 . (3 kS2)2 . (380 nA)' 

(49.0 P V ) ~  
F I  l f0 .023 . -  (6.22) 

And for a typical 1 0-Gb/s system ( RT = 1 kQ, iLm+IA = 1,400 nA), we get 

= 13.0dB. (6.23) 
4 . ( 1 l ~ $ 2 ) ~ . ( 1 , 4 0 0 n A ) ~  

(98.0 P V ) ~  
F 5 1 + 0.023 . - 

From a wireless designer's perspective, these noise figures are very large compared 
with what's typical for a low-noise amplifier (LNA). However, low noise figures 
are harder to achieve for a broadband amplifier and care must be taken to meet 
these numbers. 

6.2.4 input Dynamic Range 

Definition. The input dynamic range of the MA describes the minimum and maxi- 
mum input signal for which the MA performs a useful function, for example, for which 
the BER is sufficiently low. The minimum input signal (lower end of the dynamic 
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range) is given by the MA's sensitivity. Similar to the receiver sensitivity definition 
in Section 4.3, the MA sensitivity is the minimum peak-to-peak signal voltage at the 
input of the MA necessary to achieve a specified BER (g,ns = 4' @ BER). Because 
it is the available input-referred rms noise voltage, uLyhA,av, that adds to the input 
signal voltage, us, the sensitivity is given by gins = 2& . uThA,av. Expressed in 
terms of the input-referred rms noise voltage (using Eq. (6.13)), the MA sensitivity is 

G i n s  = Q * u;mhA, (6.24) 

and rewritten in terms of the noise figure (using Eq. (6.15)), it is 

Ugns  = Q . Jq. (6.25) 

For example, given the input-referred rms noise voltage of 400 p V  from the previous 
example and a required BER of lo-'*, the sensitivity of the MA is 2.8 mV. 

The definition of the maximum input signal (upper end of the dynamic range) 
depends on the type of amplifier. An AGC amplifier is supposed to operate linearly, 
and therefore the maximum input signal swing, I,(:, is reached when the amplifier 
starts to limit or distort otherwise. A commonly used criterion is the I-dB compression 
point, that is, the signal swing for which the gain drops by 1 dB below its small-signal 
value. In analog CATV/HFC applications, harmonic and intermodulation distortions 
are of great significance, and hence I,(! is defined such that these distortions remain 
small (cf. Section 4.8). Obviously, these definitions cannot be applied to an LA 
because it is operated in the nonlinear (limiting) regime on purpose. Thus for the 
LA, the maximum input signal swing, also called the input overload voltage, u$, is 
reached when the amplifier produces so much pulse-width distortion and jitter that the 
specified BER cannot be maintained. For example, in BJT implementations, a large 
input signal can cause the base-collector diodes to become forward biased, leading 
to such distortions [38]. 

Power Penalty Next, we find the power penalty caused by a finite MA sensitivity 
and then we determine the MA sensitivity required to keep this power penalty below a 
given value. We already know the power penalty due to the MA noise from Eq. (6.20), 
which we can easily convert into the power penalty due to the MA sensitivity by using 
Eq. (6.25). Assuming that the noise figure is much larger than one ( F  >> I ) ,  we 
find that 

(6.26) 

Solving this equation for reveals the required MA sensitivity 

This result has an interesting interpretation: the term after the square root is the input 
voltage swing into the MA when the receiver operates at the sensitivity limit, that is, 
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the quantity that we have called 4Lin in Eq. (6.3). Thus, the square-root term tells us 
how much smaller we have to make the MA sensitivity compared with the minimum 
input signal into the MA. For example, for a 0.05-dB power penalty (PP = 1.01 16), 
the MA sensitivity must be made 6 . 6 ~  smaller than the minimum input signal into 
the MA. 

Typical Values. Next, we calculate some typical MA sensitivity numbers based 
on a 0.05-dB power penalty (PP = 1.0116), a noise bandwidth BW, = 1.2B, and 
BER = (Q = 7.035). For a typical 2.5-Gb/s system (RT = 3 kS2, i?hA = 
380nA), we obtain the numerical value 

t$& 5 7.035 . J0.023 . 4  . (3 kS2)2 . (380nA)2 + (49.0 F V ) ~  ='2.5 mV. (6.28) 

And for a typical IO-Gb/s system (RT = 1 kS2, ir!IA = 1,40OnA), we get 

t$&s 5 7.035 .J0.023 . 4  . (1 kS2)2 . (1,400 nA)2 + (98.0 P V ) ~  = 3. I mV. (6.29) 

The requirements for the upper end of the input dynamic range depend on the max- 
imum output signal from the TIA and can be several volts. A typical input dynamic 
range for an MA is 

t$Cns.. . e:, = 2 m ~ .  . . 2 ~ .  (6.30) 

6.2.5 Input Offset Voltage 

Definition. The input offset voltage, VOS, is the input voltage for which the output 
voltage of the MA becomes zero. If the bandwidth of the MA extends all the way 
down to DC, a DC input voltage can be applied and VOS is the voltage, which forces 
the output voltage to zero. However, if the gain rolls off at low frequencies (cf. Sec- 
tion 6.2.6), an AC signal must be applied to the input, and Vos is the amplitude of this 
signal that causes the output signal just to touch the zero level. Alternatively, if the 
input offset voltage is small, that is, if the offset voltage does not drive the amplifier 
into the compressive regime. we also can determine the input offset voltage by taking 
the output offset voltage and dividing iit by the midband voltage gain. 

A nonzero offset voltage in an LA results in a slice-level error, which in turn causes 
(i) more bit errors, because it becomes more likely that the noisy signal crosses the 
off-center slice level, and (ii) pulse-width distortions, because of the finite rise and fall 
times of the received signal. A small offset voltage in an AGC amplifier is less severe 
because it can be compensated at the output of the amplifier. In particular, if slice-level 
steering is used after the AGC amplifier, the offset voltage is eliminated automatically. 

Power Penalty Next, we derive the power penalty caused by an input offset voltage 
in the LA and then we determine how much offset voltage can be tolerated. In the 
presence of the input offset voltage VCIS, we need to increase the input signal swing, 
LJI", by nearly 2Vos to restore the BlER to fhe value without offset. Figure 6.5 
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illustrates the steps leading up to this conclusion. The horizontal line in the figure 
indicates the level at which the signal is sliced. Thus, the power penalty is 

(6.31) 

This, of course, is the same result that we have already found in Eq. (4.52) when 
we first introduced the concept of power penalty. We see from this equation that the 
penalty is worst for small input signals. The smallest meaningful input signal to the 
MA, Gymin, has already been stated in Eq. (6.3). Inserting this result into Eq. (6.31) 
yields the worst-case power penalty: 

(6.32) 

Solving this equation for V0.y reveals the largest permissible input offset voltage 

Vos 5 (PP - 1) . '2. RT . ir&A. (6.33) 

From this equation, we can conclude that a high transimpedance helps to relax the 
offset requirements for the MA. Once again, a high transimpedance simplifies the 
MA design! 

Fig. 6.5 Effect of an input offset voltage in the LA: (a) without offset, (b) with offset, and 
(c) with offset and increased signal swing to restore the original bit-error rate. 

Typical Values. Next, we calculate some typical numbers based on a 0.05-dB power 
penalty (PP = 1.0116) and BER = lo-'* (& = 7.035). For a typical 2.5-Gb/s 
system (RT = 3 kQ, iLm&A = 380 nA), we obtain the numerical value 

VOS 5 0.01 16 .7.035 . 3  kQ .380nA = 0.093 mV. (6.34) 

And for a typical 10-Gb/s system (RT = 1 kQ, iLm+lA = 1,40OnA), we get 

VOS 5 0.0116.7.035. 1 k Q .  1,400nA = 0.114mV. (6.35) 

In conclusion, an LA should have an input offset voltage of less than about 0.1 mV. 
This is a fairly low offset voltage, even for bipolar implementations. For this reason, 
MAS typically make use of offset compensation techniques, as we discuss further in 
Section 6.3.3. 
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6.2.6 Low-Frequency Cutoff 

Definition. The low-frequency cutoff; f L F ,  is defined as the lower frequency at 
which the small-signal gain IA(f)l  dropped by 3 dB below its midband value, as 
illustrated in Fig. 6.6. A low-frequency cutoff in the receiver response can be caused 
by a coupling capacitor (AC coupling) between the TIA and the MA or by some types 
of offset-compensation circuits used in the MA (cf. Section 6.3.3).  

lAg’ I rz!T-- -3 dB 

I I * f  
~ L F  5WWB 

(250 kHz) (12 GHz) 

Fig. 6.6 Frequency response iof an MA with a low-frequency cutoff. 

When receiving a long string of zeros or ones, the output voltage of the amplifier 
drifts as a result of the low-frequency cutoff, as shown in Fig. 6.7. This effect also is 
known as baseline wander. Subsequently, the first few bits after the drift period are 
sliced with an offset error. Thus, a nonzero low-frequency cutoff has similar effects as 
a nonzero offset voltage. Specifically, the low-frequency cutoff causes (i) an increase 
in BER, which varies with the baseline movement and (ii) pulse-width distortions, 
which also vary with the baseline, that is, data-dependent jitter. 

PRBS all “1“s PRBS 

Fig. 6.7 Effect of a low-frequency cutoff: the output signal drifts during a long string of 
ones and subsequently causes a slice-level error. 

Power Penalty Next, we derive the power penalty caused by the low-frequency 
cutoff and then determine how low we have to make f , ~ .  What is the longest string 
of zeros or ones that we will encounter in a data stream? In SONET/SDH systems, 
which use scrambling as a line code, the run length potentially is unlimited. However, 
SONET/SDH equipment is tested with a particular bit sequence that puts the system 
under stress: the so-called “consecutive identical digit immunity measurement” [5 13. 
This sequence consists of a long pseudorandom bit sequence (PRBS) with more than 
2.000 bits and 50% mark density followed by 72 consecutive bits of zero; then again, 
more than 2,000 bits of PRBS followed by 72 bits of one. So it is reasonable to 
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design a SONETBDH system for the maximum run length r = 72. In Gigabit 
Ethernet systems, which use 8B10B encoding, the runs of zeros or ones are strictly 
limited to r = 5. 

Assuming a linear system with a single-pole, high-pass transfer function, we can 
calculate the drift of the output voltage caused by r consecutive zeros or ones: 

where 4’ is the output signals swing and B is the bit rate. The approximation on 
the right-hand side holds if the time constant 1 /(2n fLF) is much larger than the drift 
time, r/B. Similar to the offset voltage, discussed in Section 6.2.5, the drift voltage 
causes the power penalty 

2 VDRIFT PP=l+-.  
v? 

Inserting the approximation for V D R I ~  in Eq. (6.36) into Eq. (6.37) yields 

(6.37) 

(6.38) 

Solving Eq. (6.38) for fLF reveals the highest permissible low-frequency cutoff: 

(6.39) 

From this equation, we can conclude that the longer the runs are, the lower fLF must 
be made. [-+ Problem 6.31 

Typical Values. Next, we calculate some typical numbers based on a 0.05-dB 
power penalty (PP = 1.0116). For a 2.5-Gb/s SONET system (r = 72), we obtain 
the numerical value 

2.5 Gb/s 
fLF 5 0.01 16. ___ - - 64 kHz. 

6.28 .72 

And for a 10-Gb/s SONET system we get 

10Gb/s 
fLF 5 0.0116. - = 257kHz. 

6.28 .72 

(6.40) 

(6.41) 

In conclusion, the low-frequency cutoff for a SONET system should be about 40 ,000~  
lower than the bit rate (fLF < B/40,000). It the case of a Gigabit Ethernet or Fiber 
Channel system with r = 5, the low-frequency cutoff specification can be relaxed to 
fLF < B/2,700, in accordance with [107, p.701. 

In practice, the low-frequency cutoff often is set even lower than the numbers de- 
rived above (e.g., 2.5 kHz for 2.5 Gb/s and 25 kHz for I0 Gb/s). The cutoff frequency 
usually is set by an external capacitor, for example, a coupling capacitor (DC block) 
or a capacitor part of an offset compensation circuit, such as CI and C; in Fig. 6.28. In 
this case, there is little cost involved in making this capacitor larger to protect against 
longer than 72-bit runs and reducing the power penalty to less than 0.05 dB. 
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6.2.7 AM-to-PM Conversion 

There are a variety of effects in the optical fiber that can cause a rapid amplitude 
modulation (AM) of the received signal. For example, the combination of self-phase 
modulation (SPM) and chromatic dispersion can cause intensity overshoots at the 
beginning and the end of the optical pulses. Furthermore, stimulated Raman scatter- 
ing (SRS) in a system that carries multiple wavelength in a single fiber (a WDM or 
DWDM system) also can cause an amplitude modulation. The SRS effect transfers 
optical energy from channels with shorter wavelengths to channels with longer wave- 
lengths, as illustrated in Fig. 6.8. Thus, if two one bits are transmitted simultaneously 
over two different channels, the one in the longer-wavelength channel (h i )  grows in 
amplitude as it propagates through the fiber, whereas the one in the shorter-wavelength 
channel (hz) shrinks. However, if a one and a zero bit are transmitted simultaneously 
over the same two channels, no such effect occurs. The result is a rapid amplitude 
modulation of the received signal, as shown on the right-hand side of Fig. 6.8. For 
more information on SPM and SRS, see [5,  1361. 

Fig. 6.8 Amplitude modulation in a WDM system caused by SRS. 

Now, if the MA (or the TIA) exhibits an amplitude-dependent propagation delay, 
then these amplitude variations are transformed into delay or phase variation. In other 
words, the amplifier may produce an unwanted phase modulation (PM). In particular, 
an LA may exhibit a significant amount of delay variation when it transitions from 
the linear regime into the limiting regime. A phase modulation of the output signal is 
nothing else but jitter. As we know, excessive jitter can cause bit errors and interferes 
with the clock and data recovery process. Therefore, it is necessary to limit the 
AM-to-PM conversion occurring in the MA. 

Definition. AM-to-PM conversion of an MA usually is specified in terms of the 
maximum delay variation, A T A M ,  observed when varying the input-signal swing over 
the entire dynamic range. Because the: actual signal swing vanes less than that, the 
AM-to-PM-induced jitter must be less than ATAM. 

Typical Values. 
period (rtO.1 UI) is required to limit the generation of jitter. This corresponds to 

Typically, a delay variation, ATAM, of less than f10% of the bit 

(6.42) 

(6.43) 
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6.3 MA CIRCUIT CONCEPTS 

In the following, we discuss MA circuit concepts in a general and, as much as pos- 
sible, technology-independent manner. This includes the multistage architecture, 
techniques for broadband stages, offset compensation, and automatic gain control. 

6.3.1 Multistage Amplifier 

From the discussion in the previous section, we can conclude that the gain-bandwidth 
product (GBW) required for multigigabit MAS is in excess of 100 GHz. For example, 
a 2.5-Gb/s MA with 30-dB gain and 3-GHz bandwidth requires a GBW of about 
100 GHz, similarly, a lO-Gb/s MA with 30-dB gain and 12-GHz bandwidth requires 
a GBW of about 400 GHz. These GBW numbers are much larger than the fr of most 
technologies! Is it possible to build an amplifier with a gain-bandwidth product that 
is much larger than fT? Yes, if we use a multistage architecture. 

Contrary to op amps, which typically are required to be stable under unity feedback 
conditions, there is no such stability requirement for MAS. MAS typically are run 
without feedback across the stages, except for the offset compensation loop, which 
is so slow that its stability is easy to ensure. For this reason, we don’t have to 
worry about a single dominant pole, and we can cascade multiple stages, as shown 
in Fig. 6.9. Multiple amplifier stages can boost the gain-bandwidth product of the 
amplifier (GBW,,,) way beyond that of a single stage (GBWs). How does this work? 
Let’s start with a simple example to develop our intuition. All stages in our sample 
amplifier are identical and have a brick-wall, low-pass frequency response with a 
bandwidth of 3 GHz. If we put these stages together, the total gain increases, but 
the bandwidth remains at 3 GHz. Now, our goal is to build an amplifier with a total 
gain At,, = 30dB ( 3 1 . 6 ~ )  and a bandwidth of 3GHz, which means that our total 
gain-bandwidth product must be GBWtOt = 3 1.6 x 3 GHz = 95 GHz. Consider these 
two approaches: 

0 Single-stage architecture (n  = 1). In this case, the GBW of the stage is equal 
to the GBW of the total amplifier: GBWs = GBWtot = 95 GHz. 

0 Three-stage architecture (n = 3). In this case, each stage needs a gain of 
only lOdB (3.16x), and thus the gain-bandwidth per stage is GBWs = 3.16 x 
3 GHz = 9.5 GHz. 

In conclusion, the three-stage design requires lox  less GBW per stage! We also could 
say that cascading three stages gave us a gain-bandwidth extension GBWt,t/GBWs 
of lox .  

How far can we push this? Could we build our sample amplifier from stages with 
GBWs = 0.95 GHz? No! As we cascade more and more stages, the GBW require- 
ment per stage is reduced, but even with an infinite number of stages, we still need a 
stage gain of slightly more than 1 .O to ever reach the 30-dB total gain. and thus a mini- 
mum GBWs of slightly more than 3 GHz is required. We thus conclude that, in our ex- 
ample, the maximum possible gain-bandwidth extension is 95 GHz/3 GHz = 3 1 . 6 ~ .  
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Fig- 6.9 An n-stage amplifier with overall gain-bandwidth product GBWto, and stage gain- 
bandwidth product GBWs. 

We can easily generalize the above example for an arbitrary number of stages, n, 
and an arbitrary total gain, Atot. In this case, the stage gain is A,, , and thus the 
GBW extension becomes 

I l n  

This function is plotted in Fig. 6.10 for Atot = 30 dB and is labeled “Brick Wall.” We 
can see from Eq. (6.44) with n + 00 that the maximum GBW extension that can be 
achieved with a multistage amplifier is given by Atot. 

15 t- 

lS‘ Order 1 Atot=30dB 

Ot 
0 1 2 3 4 5 6 7 0 9101112 

Number of Stages n 

Fig. 6.70 Gain-bandwidth extension as a function of the number of stages. 

Real amplifier stages don’t have a brick-wall frequency response; they are more 
likely to have a first- or second-order response. A simple transistor stage with an R-C 
load has a first-order response, whereas il more complex stage with local feedback or 
inductive load has a second-order response. The gain-bandwidth extensions for these 
two cases also are plotted in Fig. 6.10 (for Atot = 30dB). For these cases, the GBW 
extension is less dramatic than for the ideal brick-wall case, but we can still boost 
the gain-bandwidth product by a respectable 6 x  or 12x .  The reason for this reduced 
GBW extension is that the total amplifier bandwidth shrinks as we cascade more and 
more stages with a slow (non-brick-wall) frequency rolloff. Furthermore, we can see 
from the plots that there is an optimum number of stages for which GBWtot/GBWs 
reaches the maximum. 
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The mathematical expression for the GBW extension as a result of cascading first- 
order stages turns out to be [28,55] 

(6.45) 

The first termin this expression is identical to Eq. (6.44), the gain-bandwidth extension 
for brick-wall stages, and the second term describes the bandwidth shrinkage due to 
the slow frequency rolloff. The optimum number of stages, resulting in the maximum 
GBW extension, can be derived from Eq. (6.45) as nopt x 2 In Atot, where Atot >> 2/2 
must hold for the approximation to be valid. The optimum stage gain follows as 
As  x ,h = 4.34dB. The GBW extension as a result of cascading second-order 
Butterworth stages ( Q  = 1 /a, no zeros) turns out to be 

(6.46) 

The optimum number of stages can be approximated as nopt x 4 In Atot, if Atot >> 3, 
and the optimum stage gain follows as A s  x f i  = 2.17 dB. [+ Problem 6.41 

For example, if we want to build a 2.5-Gb/s MA with 30-dE3 gain and 3-CHz 
bandwidth (GBWtot 100 GHz) using second-order Butterworth stages, we find that 
the optimum number of stages is nopt = 14 and the corresponding gain-bandwidth 
extension is 11.7 x . However, from a power dissipation and area point of view, this 
is a rather large number of stages, and we may consider removing some of them. 
For n = 4, the gain-bandwidth extension is still 8 . 8 ~  and each stage needs a GBW 
of only around 11 GHz. Such stages can be implemented in a 0.25-pm CMOS 
technology with fT 25 GHz, and thus the whole 2.5-Gb/s MA can be realized in 
this technology [ 1561. 

Bandwidth shrinkage in multistage amplifiers usually is an undesirable effect; 
however, a shrinkage reduction may have an unexpected bandwidth boosting effect. 
For example, let’s look at a four-stage amplifier with a total bandwidth of 1 GHz 
where each stage consists of a single transistor with an R-C load. Now, we apply 
shunt peaking to all stages, which, as we discuss in Section 6.3.2, increases the stage 
bandwidth by a factor 1.7. What happens to the total amplifier bandwidth? It increases 
to about 2.4 GHz, not 1.7 GHz as we may have thought at first! The reason for this 
“free lunch” is that shunt peaking turns the first-order stages into second-order stages, 
and thus the bandwidth shrinkage is reduced by approximately (2’1’’ - l)-‘I4, which 
is 1.5 x for n = 4. Actually, it can be shown by simulation that the precise shrinkage 
reduction is 1.4x, because shunt peaking also introduces a zero. Thus, the four-stage 
amplifier bandwidth is extended by a total of 1.7 . 1.4 = 2 . 4 ~ .  

Finally, it should be pointed out that multistage amplifiers often exhibit a larger 
group-delay variation than single-stage amplifiers. In particular, if the amplifier is 
composed of identical stages, the group-delay variations of the individual stages add 
up in the same direction, effectively multiplying the stage variation by the number of 
stages. Similarly, a slight peaking in the frequency response of the individual stages 
may compound to an unacceptable amount of peaking in the multistage amplifier. 
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Thus, it is important to make sure that the group-delay variation and gain peaking 
requirements of the multistage amplifier are met. 

6.3.2 Techniques for Broadband! Stages 

Although the multistage architecture greatly relaxes the gain-bandwidth requirements 
per stage, we still need to make each stage as fast as possible to meet the demanding 
requirements of multigigabit MAS. In this section, we review the most important 
techniques for building broadband amplifier stages. Although each technique is de- 
scribed by itself, they can be “mixed and matched” in many ways. For example, 
the Cherry-Hooper architecture, in widespread use for bipolar MAS and discussed 
in Section 6.4.2, combines multiple techniques including series feedback and shunt 
feedback. The bandwidth extensions calculated for the individual techniques, how- 
ever, may not simply add up when combining multiple techniques, Note that the 
broadband techniques covered in this section also are applicable to the feedback and 
post amplifiers of the TIA. Additional information about broadband techniques can 
be found in [25,26,28,35,82]. 

Use Fast Transistors. To obtain fast gain stages, we must optimize the operating 
point and the geometry of the critical transistors for maximum speed. The speed of a 
transistor usually is measured by f7 ,  the frequency where the current gain becomes 
unity, also known as the transition frequency, and fmax, the frequency where the 
power gain becomes unity, also known as the maximum frequency of oscillation. 
In the following, we discuss some important speed optimization techniques, first 
for bipolar transistors and subsequently for FETs. For more information on speed 
optimization techniques for bipolar transistors, see [35, 1461. 

The fT  of a bipolar transistor (BJT or HBT) is given by the following expressions: 

(6.47) 

where g, is the (intrinsic) transconductance, Cbr and CbC are the base-emitter and 
base-collector capacitances, SF is the camer transit time, C j ,  and CjC are the parasitic 
emitter and collector junction capacitances, VT is the thermal voltage (VT = k T / q  x 
25 mV), and ZC is the collector current. The expression on the left-hand side is written 
in terms of small-signal parameters and follows directly from the condition that the 
input admittance for a shorted output, s(Cbe + c b c ) ,  has the same magnitude as the 
transconductance, g,, when the current gain becomes unity. The expression on the 
right-hand side restates fT  in terms of physical parameters and the operating point 

From the latter expression. we can conclude that a small transit time and low 
parasitic junction capacitances are necessary to obtain a fast bipolar transistor. In 
general, n-p-n transistors have a smaller transit time than p-n-p transistors because, 
among other things, the electron mobility is higher than the hole mobility. Thus, 
n-p-n transistors are preferred for high-speed applications. Furthermore, the transit 
time as well as the junction capacitances depend on the emitter area, A E  = W E L E  

1 g m  1 I 
- f T = - .  

2Tt C h e  + cbc 2Tt Z F  + ( c j c  + c j c )  . v T / I C  ’ 

(gnz = I C / v T ,  C b e  = gniTF + c j e ,  C h c  = c j c ) .  
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Fig. 6.1 1 Typical fr characteristics and layout of (a) a BJT (b) a MOSFET. 

(cf. Fig. 6.1 1 (a), right-hand side), which must be selected carefully. A small emitter 
size leads to a small transistor, and thus to low parasitic junction capacitances, Cjr 
and Cj,. However, a small emitter size also leads to a high collector current density: 
I c ~ A E  (assuming a fixed collector current). If this density exceeds a critical value, 
typically in the range of 1 to 6 mA/pm2, the transit time, t ~ ,  increases rapidly because 
of an extension of the base region into the collector region known as base pushout or 
Kirk efSect. The critical current density, at which the Kirk effect kicks in, increases 
with the collector-emitter voltage, VCE. For this reason, transistors in high-speed 
circuits are operated with a comparatively large VCE. Figure 6.1 I(a) shows how f T  

at first increases with the collector current because of the (C;, + Cjc) . Vr/Ic term 
in Eq. (6.47). However, when the critical current density is reached, f~ peaks and 
decreases because of the rapid increase of t ~ .  The dashed curve shows how the 
current where the peaking occurs can be pushed out by increasing VCE. In summary, 
to operate the transistor near its peak f~ value, we need to choose the optimum emitter 
area for a given bias current, or for a given emitter area, such as the minimum size 
permitted by lithography, we need to choose the optimum bias current. 

The fmax of a bipolar transistor (BJT or HBT) is given by [ 1831 

(6.48) 

4More precisely, the collector current density is Ic /Ac with the collector area AC = ( W E  + 2 y )  L E .  
where W E  is the emitter width. L E  is the emitter length, and y is the current spreading from the emitter 
into the collector. The current spreading effect can be significant in submicron technologies, for example, 
for W E  = 0.3/1m and y = 0.2pm, AC is 2 . 3 ~  largerthan AE.  
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where Rh is the intrinsic base resistance (base-spreading and contact resistance). 
Thus, to obtain a high fmax, we must optimize for a high f~ while minimizing Rh 

and cbc. The base-spreading resistance can be kept low by using long and narrow 
emitter stripes (remember, the thin base layer is below the emitter) and contacting 
the base on both sides, as shown in Fig. 6.1 l(a). Furthermore, a heavily doped base 
region, as used in HBTs, also reduces the base resistance (cf. Appendix D). 

The f~ of an FET (MESFET, HFET, or MOSFET) is given by the follow- 
ing expressions: 

(6.49) 

where g ,  is the transconductance, C,, and CRd are the gate-source and gate-drain 
capacitances, p n  is the carrier mobility, L is the channel length, VGS is the gate- 
source voltage, and VTH is the threshold voltage. The expression on the left-hand side 
is written in terms of small-signal parameters and corresponds directly to Eq. (6.47). 
The approximation on the right-hand side is written in terms of physical parameters 
and the operating point and is valid for small overlap capacitances and for low electric 
fields such that the quadratic FET model applies (8, = pnCAx . W / L  . (VGS - VTH), 

Equation (6.49) is illustrated graphically with Fig. 6.1 1 (b). For long-channel 
FETs (low electric fields), f r  increases proportional to the gate overdrive voltage, 
VGS - VTH, as shown with the dashed line ( L  = 2L,,). However, for short-channel 
FETs, camer velocity saturation causes the curve to flatten out as shown with the 
solid line ( L  = Lmm). For MESFETs and HFETs, the curve typically reaches a 
maximum value after which f~ declines because of the turn on of the Schottky diode 
(between the gate and channel) and other effects. We conclude that to obtain a fast 
FET, we must choose (i) an n-channel device because the electron mobility is higher 
than the hole mobility, (ii) the smallest channel length permitted by lithography, and 
(iii) the largest possible gate overdrive voltage subject to headroom limitations (for 
MOSFETs) or the gate overdrive voltage for which f~ reaches its maximum (for 
MESFETs and HFETs). A typical gate overdrive voltage is around 400 mV. 

Cg, = 2/3  * chx . W L ,  Cgd = 0). 

The fmax of an FET (MESFET, HFET, or MOSFET) is given by [ 142, 1831 

fmax = - . (6.50) 
2 ‘ J  2 3 ~  . fT R,CRL/’ 

where R, is the intrinsic gate resistance, and we have neglected the effect of the FET’s 
output conductance. Thus, to obtain a high fmax, we must optimize for a high f~ 
while minimizing R, and C g d .  The gate of MESFETs and HFETs is made from metal 
and its resistance is generally very low; however, the gate of MOSFETs is made from 
polysilicon, and its much larger resistance per square can lead to a low fmax. In the 
latter case, the gate resistance can be reduced by breaking wide transistors into several 
smaller, parallel transistors, resulting in a finger-structure layout. Figure 6.1 1 (b) 
shows an example where a MOSFET is broken into two half-sized transistors (each 
one with width W / 2 ) ,  which share a common drain region; the two gates and the 
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two source regions must be connected at the metal level. Contacting the gate fingers 
on both sides further reduces the gate resistance. With these techniques, the gate 
resistance usually can be made small enough such that fmax becomes larger than f T .  

(For 90-nm MOSFETs and less, the finger width needed to keep R, sufficiently low 
becomes so small that fringing capacitances adversely affect f~ and fmax [ 1911.) 

Deep submicron CMOS technologies offer fr’s that are comparable with those 
of fast bipolar technologies. Does this mean that circuits in either technology can 
operate at about the same speed? No, in general, bipolar technologies have a speed 
advantage over CMOS technologies even for the same values of f~ and fmax. The 
main reason for this is that the f T  of an FET degrades more easily than the f~ of 
a bipolar transistor if we take parasitic capacitances, such as wiring and junction 
capacitances, into account. More specifically, if we add a parasitic capacitance, Cp,  
from the gate (or the base) to ground and calculate the f i  of the joint system (transistor 
plus parasitic capacitance), we find from Eqs. (6.47) and (6.49) for either the FET or 
the bipolar transistor 

(6.5 1)  

From this equation, we see that the transistor with the larger gm is more resilient 
to f~ degradations caused by parasitic capacitances. For bipolar transistors, the 
transconductance is given by gm = I c / V T ,  whereas for FETs, we have gm = 
2 1 ~ / ( V ~ s  - V ~ H )  or less, if we take carrier velocity saturation into account. Thus, 
given the same bias currents (ZC = ID), VT 25 mV, and ( VGS - VTH)/~ x 200 mV, 
the bipolar transistor’s g, is around 8 x  larger than the FET’s gm , and hence the bipo- 
lar transistor is significantly more resilient to f T  degradations than the FET. Another 
way to describe the same situation is to say the f T  of a bipolar transistor is given by 
the ratio of a “large transconductance” to a “large input capacitance,” whereas the 
f~ of an FET is given by the ratio of a “small transconductance” to a “small input 
capacitance.” Thus, although the ratios may be the same, the latter ratio is more prone 
to degradation as a result of parasitic capacitances. 

Furthermore, the speed of many practical circuits is determined by a combination 
of the transistor’s input capacitance and output capacitance, yet f~ and fmax measure 
only the effect of the input capacitance. Thus, depending on the value of the collector- 
substrate capacitance (for bipolar transistors) or the drain-substrate capacitance (for 
FETs), the circuit speed may vary even for the same values of f~ and fmax. 

Boost f ~ .  The f T  parameter can be related to the time it takes the camers to travel 
through the base (or the channel), know as the transit time. For the bipolar transistor, 
we find the transit time from Eq. (6.47) as TF = 1 / ( 2 n f ~ ) ,  if we neglect the parasitic 
capacitances Cje and Ci,. For the FET, we can calculate the transit time from the camer 
speed, pun . (Vcs - vTH)/L, and the travel distance, L ,  which yields an expression that 
is inversely proportional to the f~ expression in Eq. (6.49) (cf. Appendix D). These 
relationships may suggest that f~ is a fundamental property that cannot be improved 
on unless we use smaller device geometries or different materials. However, this is 
not the case, and it is indeed possible to increase f~ by means of circuit techniques. 
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Remember that f T  is determined by the ratio of the transconductance to the input 
capacitance under shorted-output conditions. Thus, if we can come up with a circuit 
that lowers the input capacitance while maintaining the same transconductance, we 
can increase f T .  The so-called fT-doubler circuit shown in Fig. 6.12(a) does just this 
[28]. In this circuit, the input voltage between nodes B and E is divided by Ql and 
Q 3  into two equal voltages with node x as the midpoint. The resulting half-voltages 
are the base-emitter voltages of Q I  and Q 2 ,  and each is amplified by g, . Finally, the 
collector currents of Q 1 and Q 2  are combined at node C. Thus, the transconductance of 
the overall “super transistor” is the same as that of Q 1 or Q2 alone, but the base-emitter 
capacitance, C b p ,  is cut in half. The capacitance reduction can be best understood in 
terms of the Miller effect5: the capacitance Cbe of Ql is not grounded, but rather is 
connected to node x, which follows the input voltage with the gain A x  = 112; thus, 
the input capacitance seen at node B is (1 -Ax) .  Cbp = Cbe/2. In conclusion, the f T  

of the “super transistor” is twice that of its constituent transistors. [+ Problem 6.51 

Fig. 6.72 The f~ doubler: (a) principle of operation and  (b) practical differen- 
tial implementation. 

Figure 6.12(b) shows a more practical1 differential implementation of an fT doubler 
[ 1951. Here, the differential input voltage between nodes B and B’ is split in two half- 
sized voltages and is amplified by two separate differential pairs. The bias voltage VCM 
is set to the input common-mode voltage. The differential output currents from both 
pairs are combined at the output nodes C and C’. Thus, the overall transconductance 
is the same as that of a simple differential pair. But unlike in a simple differential pair, 
the nodes x and x’ are not virtual grounds; instead, they follow the nodes B and B’ 
wi th  gain A x  = 1 /2, respect ively.  Again, the Miller effect cuts the input capacitance 
in half. and as a result f j -  is doubled. [+ Problem 6.61 

In practice, the ,fj--doubler circuits do not exactly double the f ~ .  One reason is 
that a parasitic capacitance at node x reduces the gain A x  below 1/2 and introduces 
a phase lag. Both effects degrade the Miller reduction of Cbe. Another reason is that 
Cbc ,  which also is part of the input capacitance, is not reduced by the Miller effect. 

5The Miller effect can he described as follows: a feedback capacitance C across an amplifier with gain A 
contributes a capacitance equal to (1 - A )  . C to the input capacitance. The best known case is that of an 
inverting amplifier. A < 0, where the feedback capacitance is mukiplied by / A  1 + 1. However. the above 
equation also holds for 1 > A > 0, where the capacitance is reduced and A > 1, where the capacitance 
is inverted. 
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An important drawback of the fT doubler is that it has twice the output capacitance 
(collector-substrate capacitance) compared with a simple transistor. This additional 
load capacitance may negate some of the f T  doubler’s speed advantage. Also note 
that the fT-doubled circuit consumes twice the current of the original circuit. 

The fT doubler also can be built with FETs. However, the fT multiplication 
obtained may be small when considering parasitic wiring and junction capacitances 
(cf. Eq. (6.51) for the fT degradation). Thus, EXT-based fT doublers are most useful 
for driver stages with very large FETs that present a large input capacitance [31]. 
Moreover, the unavoidable doubling of the FET output capacitance (drain-substrate 
capacitance) usually is more detrimental than in the bipolar case, because the ratio of 
output to input capacitance typically is larger for FETs than for bipolar transistors. 

Suppress Capacitances with Series Feedback. A major speed bottleneck in 
BJTs is the input pole formed by the intrinsic base resistance Rh and the base-emitter 
capacitance Chp (see Fig. 6.13(a)). For now, we neglect the base-collector capacitance, 
which also contributes to this pole and assume c h c  = 0. In BJTs, the base is lightly 
doped, which leads to a relatively high value of Rh and thus a low frequency of the 
input pole. In HBTs, the base is more heavily doped (cf. Appendix D), and hence the 
input pole is less of a problem. The base-emitter capacitance can be rather large and 
is given by Ch, = I c /  VT . t , ~  + Cj,. Note that this capacitance is bias dependent 
and increases with collector current. For example, let’s pick a silicon BJT transistor 
with Rh = 120 Q, Ch, = 170fF, gm = 40mS, and fT x 30GHz when operated at 
IC = 1 mA. In this case, the low-pass filter formed by Rb and Che has a bandwidth 
of only 7.8 GHz, which is much lower than the transistor’s fT.  

Fig. 6.13 BJT gain-stage (a) without and (b) with series feedback. 

A well-known technique to speed up the input pole is the use of series,feedback 
[22].  Figure 6.13(b) shows its implementation with an emitter degeneration resistor 
RE.  Because the emitter voltage at node x is now approximately following the base 
voltage, the current into Che is reduced, which makes the input capacitance appear 
smaller. Just like in the case of the f T  doubler, the Miller effect reduces the input 
capacitance, but unlike in the f T  doubler, gm also is reduced, and therefore f T  is 
not boosted. It can be shown that the low-frequency gain from the base to node x is 
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A x  = R E / ( R E  + l/gm), neglecting the effects of the base-emitter resistance and the 
output conductance. Therefore, the Miller effect reduces the input capacitance from 
CI  = cbe  to c: = (1 - A x )  . Cbe, which is 

(6.52) 

Similarly, the input pole due to Rh and Cbe is sped up by the same factor g, R E  + 1. 
Note that the reduced input capacitance also reduces the loading of the previous stage 
and thus further improves the amplifier bandwidth. 

A side effect of adding the emitter resistor, R E ,  is that the low-frequency gain 
of the stage drops by about gmRE + 1. However, the gain can be restored to its 
original value simply by increasing the collector resistor, R c ,  by the same amount. 
Unfortunately, this measure also slows down the output pole due to R c ,  the load 
capacitance, and Cbc. Increasing Ic and A E  while reducing R c  and R E  by the same 
factor may result in a better trade off. Note that this re-scaling speeds up the output 
pole (assuming a constant load capacitance), whereas the gain and the input pole due 
to Rh and Che remain approximately constant. 

Another side effect of the emitter resistor is that it introduces a new high-frequency 
pole into the transfer function, known as the emitterpole. If left uncompensated, this 
pole reduces the stage bandwidth somewhat. However, adding the emitter capacitor, 
C E ,  as shown in Fig. 6.13(b), introduces a compensating zero. For the capacitance 
CE 1 / (2x f~  . R E ) ,  the zero cancels the emitter pole and the bandwidth is restored. 

Continuing our example from above, now let’s add the emitter resistor RE = 
100 D. As a result, the input capacitance is reduced by a factor 40 mS . lo0 D + 1 = 5 
to Cj = 34 fF and the bandwidth of the Rh-Che low-pass filter goes up to 39 GHz, 
which is now above the transistor’s fT. To compensate for the lost gain, we can 
increase Kc by about 5 x, and to compensate the emitter pole, we can add an emitter 
capacitor of about 50 fF. [+ Problem 6.71 

In a variation of the pole-zero cancellation technique explained above, the zero 
introduced by CE can be used to boost the stage bandwidth further. Rather than trying 
to cancel the emitter pole exactly, the zero can be moved to a lower frequency to “push 
up” the frequency response. This effect can be achieved by increasing the emitter 
capacitor, C E ,  above the value discussed earlier; hence, this technique is known as 
emitter peaking. Note, however, that ~ C E  should not be made too large because the 
resulting gain peaking and the increased group-delay variations can cause undesirable 
signal distortions such as jitter. 

The inclusion of an emitter degeneration resistor has a number of additional advan- 
tages, besides reducing the input capacitance and speeding up the input pole. Among 
them are: (i) precise control of the stage gain by means of the ratio of two resistors 
to IAl = R ~ / R E ,  if R E  >> I / g m ,  (ii) improvement of the input resistance, (iii) lin- 
earization of the stage’s large signal response, and (iv) increase of the input dynamic 
range in a differential stage. Without emitter degeneration, the input dynamic range 
is limited to just a few temperature voltages, for example, 3 VT x 75 mV; beyond this 
range, the tail current is switched entirely to one or the other output. 
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In FET circuits, the Rg-CgS input pole usually presents no speed limitation, be- 
cause the gate resistance can be made sufficiently small with the appropriate layout 
techniques (short finger structure). Thus, source degeneration is not needed for this 
purpose. However, there are other uses for source degeneration in FET stages such 
as controlling the stage gain, linearizing the stage response, reducing the input ca- 
pacitance, and boosting the bandwidth with the help of source peaking. 

Suppress Capacitances with cascode. In the previous section, we neglected 
the base-collector capacitance, Chc, which also contributes to the input capacitance 
and thus to the BJT input pole. Now, we study this contribution and see how we can 
minimize it. The total input capacitance, C I ,  of the BJT stage shown in Fig. 6.14(a) 
is comprised of two components: (i) the base-emitter capacitance of Ql , Cbel,  and 
(ii) the Miller capacitance, which is the base-collector capacitance of Ql,  cbc l ,  

multiplied by the absolute stage gain plus one: 

Note that Cbcl is located between the input and the inverting output of the stage; 
hence, A < 0 and the familiar Miller expression (1 - A )  . Cbcl also can be written 
as (IAI + 1 )  . cbc l .  The latter expression has the advantage that it doesn’t matter 
whether the stage gain A is defined as positive or negative. Because the Miller 
capacitance depends on the magnitude of the gain, it can become quite large and may 
even dominate Che.  Of course, the situation for FET stages is analogous and, just as in 
Eq. (6.53), the total input capacitance can be written as Cr = CgSl + (IAI + 1) . Cgdl. 

+ 

Fig. 6.14 Stage (a) without and (b) with cascode transistor. 

The potentially large Miller capacitance can be suppressed by connecting the 
collector of Ql to a low-impedance node, which effectively reduces the gain that 
multiplies Chcl. This can be done, for example, by stacking the cascode transistor Q2 
on top of the main transistor Ql as shown in Fig. 6.14(b), where V B ~  is a bias voltage. 
Alternatively, the collector of Ql can be connected to the input of a transimpedance 
stage; we discuss this approach in a moment. In the case of the cascode transistor. 
the input impedance into the emitter of Q2 is about 1 /gm2 (assuming R c  << I /g02); 
thus, the voltage gain from the input to node x reduces from IAl gm I Rc to 1Axl 
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gml /gm2, which is about unity. As a result, the input capacitance is reduced to 

ci = cbel  + 2cbcl. (6.54) 

Note that the DC voltage gain for both stages in Fig. 6.14(a) and (b) is about the 
same. The cascode transistor acts as a current buffer and passes most of the emitter 
current directly to the collector. Thus, in both cases the stage gain is given by about 

Clearly, the cascode technique is most effective for stages with a high voltage gain 
where the input capacitance is dominated by the Miller capacitance. This technique 
also can be applied to FET stages with similar benefits. Besides suppressing the 
Miller capacitance, the cascode technique has a number of additional advantages: (i) it 
increases the output resistance at the co~llector of Q2 and hence the stage gain as long 
as the load also is cascoded, (ii) it improves the isolation from the stage output back to 
the input (unilateralization: S12 << which helps the design of stable amplifiers, 
and (iii) it can prevent the avalanche breakdown of Ql by dividing its collector- 
emitter voltage between Ql and Q 2 .  IJnfortunately, the cascode technique also has 
a few disadvantages: (i) the cascode transistor, Q2, introduces an additional high- 
frequency pole, which may offset some of the bandwidth gained with this technique, 
and (ii) the cascode transistor reduces the voltage headroom, which is a concern in 
low-voltage designs. 

The simple cascode circuit shown in Fig. 6.14(b) can be extended to the so-called 
regulated cascode circuit [21, 1591. To do this, the base (or gate) of the cascode 
transistor is connected to an inverting feedback amplifier with gain ( A F I ,  which re- 
ceives its input signal from node x. The amplifier can be a simple common-emitter 
(or common-source) stage or a more complex structure. As a result of the feed- 
back action, the impedance at node x is reduced by the factor IAF( + 1 to about 
l/[(IAFJ + 1) . g , ,~ ] ,  which in turn lowers the Miller capacitance. For a large value 
of IAF 1, the input capacitance goes dovvn to Ci = Cbel + cb,-l. Furthermore, a regu- 
lated cascode realized with FETs features an output impedance that is boosted by the 
factor IAF I + I and thus permits the design of very high-gain stages. [+ Problem 6.81 

IAl = gin1 Rc. 

Suppress Capacitances with TIA Load. A method that has been popularized by 
Cherry and Hooper [22] not only reduces the Miller capacitance, but also increases 
the stage bandwidth and produces a second-order stage response, which is advan- 
tageous when cascading multiple stages (cf. Section 6.3.1). Figure 6.15 shows the 
principle: the passive load resistor Rc is replaced by an active load in the form of a 
transimpedance amplifier (TIA). The TIA consists of the inverting feedback amplifier 
A,E and the feedback resistor R F .  In the following, we refer to this arrangement as 
a gain stage wirh TfA load. Note that if the transresistance, R T ,  of the TIA is made 
equal to the load resistor, Rc, both stages in Figs. 6.15(a) and (b) have the same low- 
frequency gain. Although shown for thie example of a BJT stage, the same technique 
also can be applied to FET stages. 

We already discussed the shunt-feedback TIA circuit shown in Fig. 6.15(b) at 
length in Chapter 5. The role of thle photodetector is now played by the input 
transistor Ql.  Following Eq. (5.13), the transresistance can be written as RT = 
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fig. 6.15 Stage (a) with load resistor and (b) TlA load. 

l A ~ l / ( l A ~ l  + 1) . R F ,  where IAFJ is the gain of the feedback amplifier and RF is 
the feedback resistor. From Eq. (5. I6), we know that the TIA circuit presents the low 
input resistance RI = R F / ( / A F I  + 1) to the node x. With RT = R c  to make the 
gain of both stages equal, we can rewrite the input resistance as R I  = Rc/lAFI and 
thus, compared with the original stage with load resistor R c ,  the pole at node x is 
sped up by the factor IAFI. Similarly, the gain of Ql to node x is reduced from (A1 
to \ A x /  = JAI/IAFI. Thus, the Miller capacitance is reduced, too, and the total input 
capacitance of the stage with TIA load becomes C; = Chel + ( l A l / l A ~ l  + 1) . Cbcl. 

For a more detailed analysis of this stage, we write its voltage gain as A ( s )  = -g,1. 
Z r ( s ) ,  where g,] is the transconductance of Ql and Z r ( s )  is the transimpedance 
of the TIA load. Fortunately, in Eqs. (5.19) through (5.22), we already worked out 
the expression for ZT (s) for the case of a single-pole feedback amplifier. From these 
equations, we conclude that the stage gain, A @ ) ,  has a conjugate-complex pole pair 
with the possibility of undesired peaking but also with the advantage of a fast second- 
order rolloff, which helps to reduce the bandwidth shrinkage in multistage amplifiers. 
If we choose the Butterworth pole configuration, which results in a maximally flat 
frequency response, the bandwidth of the stage with TIA load turns out to be 

B W ’ = ~ . B W ,  (6.55) 

where BW is the bandwidth of the simple stage with the R c  load and JAl is the 
overall stage gain. This result is valid if both stages in Fig. 6.15(a) and (b) have 
the same grill, the same load capacitance at node x, and the same overall gain. For 
example, a simple first-order gain stage with the bandwidth BW = 1 GHz and the 
gain (A1 = 4 (12dB) can be turned into a second-order Butterworth stage with the 
bandwidth BW’ = 2 GHz and the same gain J A J  = 4 by replacing the resistive load 
with a TIA load. It is clear from Eq. (6.55) that the bandwidth extension obtained 
with this technique is most impressive for stages with a high gain. [+ Problem 6.91 

A disadvantage of this topology is its higher power dissipation due to the extra TIA 
in every stage. In terms of power dissipation and the order of the frequency response, 
a stage with TIA load is really a “double stage,” that is, two consecutive stages. We 
know from Section 6.3.1 that increasing the number of stages in a multistage amplifier, 
while keeping its total gain constant, often boosts its bandwidth. Thus, the question 
arises whether splitting the simple stage in Fig. 6.15(a) into two simple stages, each 
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with gain m, would yield the same bandwidth extension as in Eq. (6.55)? It turns 
out that the bandwidth extension as a result of “stage splitting” is 

Bw‘ M JG. BW, (6.56) 

which is similar to Eq. (6.55) in the sense that it also is proportional to m, but 
the total bandwidth of the split stage is about 1 . 5 5 ~  smaller than that of the stage 
with TIA load. Note that the factor 1.55 represents the bandwidth shrinkage when 
cascading two first-order stages. Thus, we can conclude that the bandwidth extension 
as a result of the TIA load is like that as a result of stage splitting but without the 
bandwidth-shrinkage penalty of cascading two stages. [-+ Problem 6.101 

So far, we considered the TIA load to be a shunt-feedback TIA, as shown in 
Fig. 6.15(b), but other TIA topologies can be used as well. In particular, the active- 
feedback TIA, which we briefly discussed in Section 5.2.8, in an interesting candi- 
date. In the active-feedback TIA, the feedback resistor RF is replaced by a transcon- 
ductor g,F, which usually is realized with an FET. This TIA load has the tran- 
simpedance I / & F ,  and thus the stage gain is defined by the transconductance ratio 
J A J  = g m l / g m F .  If the input and feedback transistors are of the same type, this gain 
can be made insensitive to process, temperature, and supply voltage variations. It can 
be shown that the bandwidth extension given in Eq. (6.55) also holds for a gain stage 
with active-feedback TIA load. [4 Problem 6.1 I ]  

Compensate Capacitances with Negative Capacitances. Lowering the input 
capacitance of a stage reduces the loading of the previous stage and thus helps to 
improve the amplifier bandwidth. So far, we discussed ways to lower the input 
capacitance by suppressing the effects of Chp and cbc (or C , ,  and Cgd in an FET 
amplifier). Now we want to look at another approach in which we reduce the existing 
input capacitance by putting a negative capacitance in parallel. But what is a negative 
capacitance? A negative capacitance has the unusual property that its voltage drops 
when we try to charge it up! Although this may sound weird, there are active circuits 
that can produce such a capacitance. 

One way to produce a negative capacitance is by exploiting the Miller effect. TO 
do this, we connect a regular capacitor ICF across a noninverting amplifier with a gain 
larger than one ( A  > 1). In this case, the Miller capacitance (1 - A) . C F  is negative. 
Figure 6.16 shows how this idea can be applied to reduce the input capacitance of a 
differential stage. By adding the feedback capacitors C F  and Ck, the original input 
capacitance CI  at each input is reduced to 

C; = CI + ( - [ A [  + 1 ) .  C F ,  (6.57) 

where IAl is the stage gain. Note that the capacitors provide positive feedback. From 
Eq. (6.57), we see that for IAl = 1, the feedback capacitor CF has no effect. This 
makes sense because for (A1 = 1, the output voltage exactly follows the input voltage 
(as in a voltage buffer), and thus there is no voltage drop across CF and no current 
flowing through it. If the gain is increased to IAl > 1, then the negative Miller 
capacitance appears and the input capacitance is reduced. 
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Fig. 6.76 Differential stage (a) without and (b) with negative Miller capacitance. 

The generic differential stage in Fig. 6.16(a) can be implemented, for example, 
with a BJT differential pair. In this case, the parasitic base-collector capacitances, 
cbc, of the BJTs are multiplied by I A I + 1 and appear as part of the input capacitance 
CI . If we now add cross-coupled capacitors CF and C;, which are equal to cbc,  they 
produce the negative Miller capacitance (-/A1 + 1). C F ,  which mostly neutralizes the 
effects of Cbc; thus, this technique is known as neutralization. For improved tracking 
between the feedback capacitors and cbc ,  matched dummy transistors can be used to 
implement CF and C; [35]. 

A limitation of this technique is that for frequencies approaching the stage band- 
width, the amplitude of the output signal drops and its phase is no longer exactly 
aligned with the input signal. As a result, the negative Miller capacitance is reduced 
at these frequencies. Another detrimental effect is that the capacitors C F  and C; 
present an additional load to the output of the stage, which reduces its bandwidth. 
Finally, if the feedback capacitors are made too large, the overall capacitance at the 
stage input may become negative, making the amplifier unstable. 

Another way to produce a negative capacitance is with a so-called negative 
impedance converter (NIC) connected to a regular capacitor. The NIC inverts the 
capacitance of the regular capacitor by swapping the terminal voltages while keeping 
the currents going to the original terminals. A pair of cross-coupled transistors can 
approximate this function (cf. Fig. 6.55(a)). A negative capacitance produced in this 
manner can be connected in parallel to the stage inputs to reduce the input capacitance 
[31]. [-+ Problem 6.121 

Reduce the Capacitive Load with Buffering and Scaling. Consider two con- 
secutive stages as shown in Fig. 6.17(a). The total load capacitance seen by the first 
stage consists of three components: the stage self loading, CO, the interconnect ca- 
pacitance, and the next-stage loading, C I .  For simplicity, we ignore the interconnect 
capacitance in the following analysis. This load capacitance determines the speed of 
the first stage’s output pole(s). For example, if the first stage has a simple resistive 
load as in Fig. 6.1 Xa), the frequency of the output pole is about 1 /[2n. Rc (CI  + Co )I, 
where Rc is the load resistor. Thus, reducing the input capacitance from CI to C; , 
by any of the techniques discussed so far, increases the bandwidth due to the output 
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0 

Fig. 6.77 Two consecutive stages (a) without and (b) with interstage buffer. 

pole(s) from BW to 
CI+CO .Bw BW' = c; + co  

(6.58) 

The next-stage loading can be reduced further by inserting buffers in between 
the stages. Figure 6.17(b) shows how two stages can be decoupled with an emitter- 
follower buffer. The buffer has an input capacitance, C;, which is K times smaller 
than the load capacitance, C I ,  it is designed to drive 

c; = CI/K. (6.59) 

Because the buffer's input capacitance is a fraction of the load capacitance, whereas 
(ideally) the input and output voltages are the same, the buffer can be regarded as a 
capacitance transformer. But note that a change in the load capacitance requires the 
resizing of the buffer to realize the corresponding change in input capacitance (and 
to maintain the same buffer bandwidth). From Eq. (6.58), we conclude that inserting 
the buffer increases the bandwidth due to the output pole(s) to 

(6.60) 

For example, if CI  / CO = 1.5 and we insert a buffer that reduces the load capacitance 
by K = 7, then the output pole is sped up by approximately 2.1 x . 

In practice, the bandwidth gained by this technique is partially offset by the band- 
width lost because of the finite buffer bandwidth and signal attenuation in the buffer. 
In particular, there is a trade-off between the capacitance transformation ratio, K ,  

and the buffer bandwidth, BWB: a large emitter follower with a large gm has a high 
bandwidth but also a fairly large input capacitance and thus a low K ,  whereas a small 
emitter follower, which is easily loaded down by the output capacitance, has a low 
bandwidth but also a small input capacitance and thus a high K .  In the case of a 
MOSFET buffer stage, this trade-off can be described by K % K I  . ( fr /BWB - KO), 

where KO and ~1 are constants that depend on the buffer topology (source follower 
or common source) and the technology [156]. Typically, K reduces to unity for a 
bandwidth around 0 . 4 f ~  to 0.7 f r .  [+ Problems 6.13 and 6.141 

The use of interstage buffers is very popular in bipolar designs. Often two or three 
consecutive emitter followers are used to boost the capacitance transformation ratio 
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while maintaining a high buffer bandwidth. When using emitter followers, especially 
when using cascades of emitter followers, it is important to watch out for peaking 
in the frequency response (or ringing in the time domain). Emitter followers (as 
well as source followers) tend to have an inductive output impedance, which can 
produce an undesirable resonance with the load capacitance. The output impedance 
becomes inductive when the sum of the source and base resistance exceeds l / g m ,  
similar to what is happening in an active inductor, which we will discuss shortly. A 
careful choice of the quiescent current and the use of damping resistors can control the 
peaking [ 1461. Interstage buffers also can be used in MOSFET designs, usually in the 
form of source followers. However, the considerable attenuation and level shifting 
inherent to an n-MOS source follower in an n-well technology (as a result of the body 
effect) limit the usefulness of this approach. The headroom problem associated with 
the large level shifting can be overcome by AC coupling the input or output of the 
source follower; however, the resulting low-frequency cutoff may not be acceptable 
and the bottom-plate parasitic capacitance of the AC-coupling capacitor reduces the 
bandwidth [141]. 

Another approach to reduce the next-stage loading CI is to scale down the transistor 
sizes and currents in the next stage [156]. Figure 6.18(b) shows two stages where the 
driven stage is made K times smaller than the driving stage, thus reducing the next- 
stage loading to Ci = C I / K ,  just like in the case of the buffer. Note that when reducing 
all transistor widths in a MOSFET stage by K and increasing all resistors values by K ,  

the capacitances and currents are reduced by K ,  whereas the node voltages, gain, and 
bandwidth ideally remain unaffected. In reality, the bandwidth of the scaled-down 
stage does shrink somewhat because the wiring capacitance, which we neglected in 
our analysis, usually does not reduce with K .  

c* c; c; Ir 

Fig, 6.78 Two consecutive stages (a) without and (b) with inverse scaling 

The inverse scaling technique avoids some of the buffer’s shortcomings: it does not 
attenuate the signal, it introduces no new poles limiting the bandwidth, and it causes 
no level shifting. Because attenuation and level shifting are especially problematic in 
source-follower buffers, this technique is particularly useful for MOSFET amplifiers. 
However, when inverse scaling is applied to a multistage amplifier, it leads to either 
a very large input stage or a very small output stage. For example, if every stage in 
a four-stage amplifier is made half the size of the driving stage (K = 2) ,  the output 
stage becomes 16x smaller than the input stage. For this reason, the inverse scaling 
technique mostly is useful for amplifiers that receive the input signal from an off-chip 
source, which can drive the large input stage, but need to drive only a small on-chip 
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load. Note that in the case of a 5042 iinput, the input capacitance, and thus the size 
of the input stage, is limited by the required S11 specification (cf. Appendix C.2). 
[+ Problem 6.151 

Tune out Capacitances with Inductors: Shunt Peaking. Until now, we focused 
on broadband techniques that do not require inductors. However, if inductors are 
available, they open up a number of new and interesting possibilities that we explore 
in the remainder of this section: 

Figure 6.19(a) shows a simple common-source MOSFET stage with the load re- 
sistor R .  In Fig. 6.19(b), the inductor L was inserted in series with the load resistor R 
in an attempt to “tune out” part of the load capacitance CL = CI + C o  . This method 
is known as shunt peaking. If we insert an inductor with the value 

L = 0.4. R2 . C L ,  (6.61) 

the bandwidth of the stage increases from BW to about 

BW’ = 1.7. BW, (6.62) 

equivalent to a 70% bandwidth extension. Despite the name shuntpeaking, no peaking 
occurs in the frequency response if L is chosen according to Eq. (6.61). However, 
for larger values of L,  undesired peaking sets in, as illustrated in Fig. 6.20. Besides 
boosting the bandwidth, shunt peaking improves the rolloff characteristics, which 
helps to reduce the bandwidth shrinkage in multistage amplifiers. 

+ 

Fig. 6.19 Stage with (a) resistive load and (b) inductive load. 

Intuitively, we can describe the baridwidth boosting effect of the inductor as fol- 
lows: just at the frequency where the gain would ordinarily roll off because of the 
output pole (w = ~ / ( R C L ) ) ,  the load impedance starts to go up because of its induc- 
tive component ( Z ( j w )  = R + j w L ) .  The increased load impedance boosts the gain 
and thus compensates for the gain rolloff. (For a corresponding description in the 
time domain, see Section 8.2.3.) A more scientific explanation is given in Fig. 6.21, 
which shows the pole/zero movement as a function of the inductor value. (The trans- 
fer function underlying this picture is given in the solution to Problem 6.16.) Without 
the inductor, L = 0, there is only a single real pole at s = - l / ( R C L )  indicated by 
an x .  For a small inductor, L = 0 .2R2C~,  a real pole/zero pair, indicated by an x 
and an 0, appears at high frequencies. When increasing the value of L ,  the original 
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- 
1.7 x 

Fig- 6.20 Bode plot showing the effects of shunt peaking. 

m 
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L = 0.4 RzCL 
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Fig. 6.27 Root-locus plot showing the effects of shunt peaking (s is normalized to l / ( R C L ) ) .  
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pole moves to the left (bandwidth extension!) and the new pole moves to the right, 
until they eventually “collide” and move into conjugate-complex positions located on 
a circle. For the optimum value L = 0 .4R2C~,  the pole pair has the quality factor 
Q = 0.63 and the frequency response is maximally flat. The conjugate-complex pole 
pair together with the zero provide the bandwidth extension of 70%. (If the objective 
is to obtain a maximally flat group-delay characteristics, the optimum inductance is 
L = 0.32R2C~ and the bandwidth extension is about 60%.) Note that the rolloff 
initially is second order because of the conjugate-complex poles, but then reverts to 
first order because of the zero. [+ Problem 6.161 

The inductor can be realized as an on-chip spiral inductor, a bond-wire inductor, 
or an active inductor (a.k.a. synthetic inductor). A simple and compact model for 
the on-chip spiral inductor is shown in Fig. 6.22(a); a more complex model can be 
found in [85]. Besides the desired inductance L, there also is the series resistance 
Rs and the parasitics Cp and Rp, which describe the coupling of the spiral inductor 
to the substrate. Note that the quality factor of the inductor, which is controlled 
by Rs and Rp, is uncritical in this alpplication, because the intended R-L series 
connection has a low quality factor anyway. However, the self-resonance frequency, 
which is given by f sR  X 1 / ( 2 n G )  for an inductor with one terminal grounded, 
limits the useful frequency range of the spiral inductor. As a rule of thumb, the 
self-resonance frequency should be kept a factor two above the stage bandwidth. 
For example, consider a metal-4 spirail inductor with 8 turns, an outer diameter of 
120 pm, a metal width of 2 pm, and a metal spacing of 1 p m  realized in a 0.25-pm 
CMOS technology. Fitting the S parameters of this spiral inductor to the simple 
inductor model in Fig. 6.22(a) resulted in L = 10 nH, R s  = 60 Q, Cp = 50 fF, 
and Rp = 10 Q. Thus, the self-resonance frequency of this inductor is at 7.1 GHz, 
making it useful for shunt-peaking applications up to frequencies of about 3.5 GHz. 
Unfortunately, on-chip spiral inductors much larger than 10 to 15 nH occupy a very 
large area and tend to have a low self-resonance frequency. An interesting alternative 
to implement large inductors is to boost the inductance of a smaller spiral inductor 
with an active device [112, 1651. 

Fig. 6.22 Model of (a) spiral inductor and (b) active inductor. 

Figure 6.22(b) shows the implementation of an active inductor and its equivalent 
circuit. When used for shunt peaking, this circuit can implement both the R and 
L in Fig. 6.19(b). At low frequencies, the active inductor behaves like a gate-drain 
connected transistor with an impedance of about I /gm. At high frequencies, the 
low-pass filter formed by RG and C,, cuts the gate-drain connection, causing the 
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impedance of the circuit to increase similar to that of an inductor. At very high 
frequencies, around f ~ ,  the impedance tops out and eventually drops again. It turns 
out that for RG > 1 /g, , the impedance becomes inductive (in a certain frequency 
range) and the inductance in series with the I /gm resistance is 

(6.63) 

Note that this inductance can be conveniently controlled with the gate resistor, RG, 
while keeping the series resistance, I/g,, constant. The active inductor can be used 
for frequencies up to about fT/2. Compared with the spiral inductor, the active 
inductor is much smaller and more amenable to monolithic integration, but it also 
is much more noisy and produces a large DC voltage drop, which is a concern in 
low-voltage designs (cf. Section 6.4.3). [-+ Problem 6.171 

In practice, the bandwidth extension achieved with shunt peaking usually is less 
than the theoretical 70% per stage, either limited by the (spiral) inductor’s self res- 
onance or the parasitics and the maximum operating frequency of the active induc- 
tor. However, the bandwidth extension for the entire amplifier may exceed 100% 
(cf. Section 6.3.1). 

Absorb Capacitances into Inductive Load Impedance. At this point, you may 
wonder if there is another load impedance that results in an even higher bandwidth 
than the R-L load discussed above. In fact there is, and it can be shown that the 
maximum bandwidth improvement over a stage with resistive load is 2 x .  Thus, 
shunt peaking, which is giving us an improvement of 1.7 x , is pretty close to the 
optimum. Although not of great practical importance, it is a useful warm-up exercise 
for our later discussions to analyze this load impedance and its bandwidth. 

A network theorem that was discovered and published by Bode in 1945 says, in 
a simplified form, that the following relationship holds for any physically realizable 
passive impedance Z (  f ) : 

where C, is the high-frequency asymptotic capacitance (C, = limw+, I / [ j w  . 
Z(w)]),  lZ0l is the magnitude of the low-frequency impedance, and BW is the band- 
width over which l Z ( f ) l  = lZ0l is maintained. (See [16, 2011 for a precise formu- 
lation of this theorem and its derivation.) Now, if we identify Z with the total load 
impedance of the stage, including the load capacitance CL = CI + CO, we conclude 
that C, is at least equal to CL.  Furthermore, to maintain the desired low-frequency 
gain, lZ0l must be equal to R. Thus, it follows from Eq. (6.64) that the stage band- 
width is limited to BW 5 2/(2n . RCL), which is twice the bandwidth achieved with 
a resistive load. [-+ Problem 6.1 81 

How can we realize the load impedance promised to us by Bode? Figure 6.23(b) 
shows its implementation with an infinite, lossless, artificial transmission line. Such 
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a transmission line has a real characteristic impedance given by 

Above the cutoffrequency, f > fcutofi, the impedance becomes strongly reactive 
and signals injected into the transmission line are reflected rather than transmitted.6 
The first shunt C of the transmission line (dashed in Fig. 6.23(b)) is formed by the load 
capacitance C L ,  that is, we can say that the load capacitance of the stage is absorbed 
into one end of the transmission line. Eiecause all capacitors in the transmission line 
are equal, we have C = C L .  To avoid reflections on the transmission line, we must 
match its characteristic impedance to the load resistor R ,  and thus we have ZTL = R .  
With these conditions and Eq. (6.65), we find L = R 2 C ~  and the cutoff frequency, 
which determines the stage bandwidth, follows as fcutoff = 2 / ( 2 n  . RCL).  Thus, 
compared with a stage with resistive load, the bandwidth increased from BW to 

B W f = 2 . B W ,  (6.66) 

in agreement with what we concluded earlier from Bode's theorem. 

R 

-It- 
& 

Fig. 6.23 Stage with (a) resistive load and (b) artificial transmission-line load. 

Absorb Capacitances into Inductive lnterstage Network. In the above discus- 
sion, we assumed that the output of the (driving stage is directly connected to the input 
of the driven stage, and we optimized the load impedance attached to this connection. 
Such a load also is known as a one-port interstage network. Now, we generalize this 
concept to a two-port interstage network, where one port connects to the output of the 

6More precisely, the impedance of an artificial transmission line depends on the point where it is cut: 
full series, mid series, full shunt. or mid shunt. ]For low frequencies, all four impedance values are close 
to m, as given in Eq. (6.65), but at frequencies approaching ,fcutnff, they diverge: the mid-series 
and mid-shunt impedances remain real up to fcutnff, but their magnitudes diverge from m; the full- 
series and full-shunt impedances become complex, but their magnitude remains exactly - up to 
fcutoff. For example, the full-shunt impedance, relevant to Fig. 6.23(b), is given by ZTL = m. 
(4- + .i . f/fCum) with the magnitude IZTLI = -up to fcutoff 12011. 

- 1  
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driving stage and the other port to the input of the driven stage. An example of such 
an interstage network is given in Fig. 6.24 in the form of an L-C ladder network [8]. 
Note that the self-loading capacitance of the driving stage, CO, and the input capac- 
itance of the driven stage, Cr are absorbed into this network at the input and output 
ports, respectively. Now, the bandwidth of the stage in Fig. 6.24(b) is determined by 
the low-pass interstage network, which may be higher than the original bandwidth of 
the stage in Fig. 6.24(a), BW = 1/[2n . (RI 11 Ro) (Cl + Co)]. By choosing the 
appropriate values for L1, L2, C, Ro, and Rl, the transfer function of the interstage 
network can be controlled, for example, to have Bessel or Butterworth characteris- 
tics. Of course, the network could be made more complex than the fifth-order ladder 
structure shown in Fig. 6.24(b). In practice, however, losses in the interstage network 
limit its order to small values such as 2 to 5. Note that in this technique the signal 
is propagating through the inductors and thus their loss is critical, whereas in the 
shunt-peaking technique, the inductor is part of the load and loss is of little concern. 

Fig, 6.24 Stages (a) without and (b) with an inductive interstage network. 

How much bandwidth extension can we obtain with this technique? We can again 
use the transmission-line argument introduced earlier to discuss its capability. Let’s 
assume that the input and output capacitances are equal, Cl = CO = C L / ~ ,  and 
that the load resistor R is  connected to the output port of the interstage network, 
Ro -+ 00 and R j  = R. Then, we extend the interstage network in Fig. 6.24(b) 
into an infinite, lossless, artificial transmission line, with all shunt capacitors being 
equal to C = C L / ~ . ’  To match the transmission line to the load resistor R ,  we 
choose all inductors in the line to be L = R 2 C ~ / 2 .  The cutoff frequency of the 
transmission line, which determines the stage bandwidth, follows from Eq. (6.65) 
as fcutoff = 4/(2n . RCL). Thus, compared with a stage with resistive load, the 
bandwidth increased from BW to 

BW’ = 4 .  BW (6.67) 

71f you are concerned about the infinite delay introduced by this interstage network, there is an easy fix: 
rather than taking the signal from the end of the transmission line, take it from the second shunt C ,  right after 
the input, replacing this C with C ,  . The load resistor, R ,  however, stays at the end of the transmission line. 
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In contrast to the one-port interstage network, we now absorb half of the load capac- 
itance into each end of the transmission line rather than the full capacitance into one 
end only, hence the additional factor 2 x .  It fact, a more systematic analysis shows 
that the maximum bandwidth improvement achievable with a two-port interstage net- 
works is even greater than 4, namely n2 /2  = 4.93 [ 161. Also, note that in addition 
to the bandwidth extension, the higher-order rolloff characteristics of the interstage 
network helps to reduce bandwidth shrinkage in multistage amplifiers. 

As an illustration, let’s look at two simple examples of a ladder interstage network. 
The simplest interstage networks contain just a single inductor. If we let C o  = C = 
L2 = 0 and RI -+ 00 in Fig. 6.24(b), we end up with just Ro = R,  CI = CL,  and 
L1 = L.  This case isknown as seriespeaking. With the inductor value L = R 2 C ~ / 2 ,  
we obtain a second-order Butterworth Ilow-pass response and a bandwidth extension 
of f i x .  Intuitively, we can explain tlhe bandwidth boosting effect of the inductor 
as follows: just at the frequency where the gain would ordinarily roll off because 
of the output pole, the L I - C I  series clonnection starts to resonate, forcing most of 
the drain current to flow into Cf rather than Ro. Unfortunately, the 40% bandwidth 
improvement resulting from series peaking is far from the promised 4 x  improvement 
and can be beaten easily with shunt pealdng, which provides a 70% improvement (the 
reason is the additional zero introduced by shunt peaking). In a second example, we 
let C = L2 = 0, CI = CO = C L / ~ ,  and RI = R o  = 2R, producing a symmetrical 
network with the single inductor L1 = L.  With the value L = R 2 C ~ ,  we obtain a 
third-order Chebyshev low-pass response and the appreciable bandwidth extension of 
about 2 . 2 ~  ; however, the 1 -dB passband ripple of this network may not be acceptable 
in many applications. 

Another type of interstage network is shown in Fig. 6.25. This so-called T-coil 
network consists of two mutually coupled inductors with the same value L and the 
coupling factor k plus a bridge capacitor Cg. Note that this network looks somewhat 
like a combination of series and shunt peaking. For the case where CI = CL and 
Co = 0 and the values k = 113, L = 318 . R 2 C ~ ,  and C g  = CL/8, we obtain a 
second-order Butterworth low-pass response and the amazing bandwidth extension of 
21/2x, whichisabout2.8~ [82]. EvenfortheBesselcase(k = 112, L = 1 / 3 . R 2 C ~ ,  
Cg = C ~ / 1 2 ) ,  which has minimal group-delay variations, the bandwidth extension 
is still about 2 . 7 ~ .  The T-coil network is particularly useful when driving large 
capacitive loads (CI >> C o ) .  It can Ibe implemented with on-chip coupled spiral 
inductors [31, 321. 

The discussed interstage networks can be used not only to couple amplifier stages, 
but also to provide broadband coupling between a sensor and the input of an amplifier 
or the output of an amplifier and a load. An example of this application is given in 
Section 5.2.9, where an L-C ladder network was used to couple a photodetector to 
the input of a TIA. 

Absorb Capacitances into Transmission Lines: Distributed Amplifier. We 
have seen how breaking a large capacitance (CO + C I )  into two smaller ones (CO 
and C l )  permits us to boost the bandwidth. We can push the envelope further by 
subdividing each transistor into several smaller ones, thus breaking its capacitance 
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Fig. 6.25 Stages (a) without and (b) with a T-coil interstage network. 

into even smaller pieces. This brings us to the most aggressive broadband tech- 
nique known as the distributed ampl$er or the traveling-wave ampl$er, illustrated 
in Fig. 6.26. Figure 6.26(a) shows an ordinary lumped MOSFET amplifier stage with 
the load resistor RD and the gate resistor R c  connected to the bias voltage VBI. In 
Fig. 6.26(b), the MOSFET of the lumped stage has been split into three smaller ones, 
each one with the same length but 1/3 of the original width. All gates and drains 
are connected together with the inductors L J  and L o ,  respectively. Obviously, both 
stages behave the same way at low frequencies where LJ and L O  act as shorts. But 
at high frequencies, there is an important difference: all gate and drain capacitances 
(C,  and C o )  are absorbed into two artificial transmission lines, one at the input and 
one at the output of the stage. Now, the amplifier bandwidth is determined by the 
cutoff frequency of these transmission lines. For such a distributed amplifier to work 
properly, the input and output transmission lines must be phase matched, that is, their 
delays must be equal. Only then do the amplified signal components at the output 
add up in phase, producing a flat frequency response. Note that at the left end of the 
output transmission line, the signal components do not add up in phase, and thus this 
output is not usable. This end must be terminated with the resistor RD to prevent 
reflections to the output. Similarly, the input transmission line must be terminated at 
the right end with the resistor RG to prevent reflections. 

Clearly, this technique easily can be generalized from three sections, as in the 
example above, to n sections.8 Now, let’s calculate the bandwidth of a stage with 
n sections. The characteristic impedance of the output transmission line, ZTLO, 
is determined by the inductors LO and the split self-loading capacitances CO/n  
(remember, each transistor is l/nth the width of the original transistor). Below the 
cutoff frequency, fcutoff, it can be approximated by the expression for an infinite, 

‘We are using the word sections rather than sruges because the gains of the sections uuif to form the total 
gain. In contrast, the gains of the stages in a multistage amplifier are multiplicative. 
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Fig. 6.26 (a) Lumped amplifier and (b) distributed amplifier with artificial transmission lines. 

lossless, artificial transmission line (cf. Eq. (6.65)): 

I 

. (6.68) 
1 2 

for f < fcutoff = - . 
2n 1 / L o . C o / n  

Requiring that the transmission line impedance, ZTLO, matches the termination re- 
sistor, RD, to avoid reflections from the left end, we find that the inductors have to be 
LO = R$Co/n .  The cutoff frequency of the output transmission line thus becomes 
fcut0R = 2n/(2x . RDCO). If we assume that the input transmission line has the 
same cutoff frequency as the output linie (e.g., CI  = CO, L I  = L O ,  and RG = R D ) ,  
this cutoff frequency determines the bandwidth of the distributed stage.' 

How does this bandwidth compare with that of the lumped amplifier stage in 
Fig. 6.26(a)? For a fair comparison, both stages must have the same gain and the same 
total load capacitance, CL = CI + CO = 2C0. The load of the distributed stage 
consists of two parallel termination resistors: RD at the backend of the transmission 
line and R b  at the output of the transmission line representing an external load or 
the next stage loading (cf. Fig. 6.26(b)), thus the gain is A = g, R D / ~ ,  where gnz 
is the total transconductance of all transistors combined. Assuming the same gain, 
transconductance, and load, the lumped amplifier stage has the bandwidth BW = 
1/(2x . R D C O ) .  Therefore, the bandwidth of the distributed amplifier stage can be 
written aslo: 

BW' = 2 n .  BW (6.69) 

In theory. there is no limit to the bandwidth that can be achieved by increasing the 
number of sections (n --f 00). In practice, the number of sections is limited to 4 

'Note the following subtle difference between the input and output transmission lines: because the signal 
amplitude on the output transmission line grows from left to right, the Miller capacitance of the split 
transistors also increases from left to right. Thus. the shunt capacitors of the input transmission line are 
not exactly CI / n ,  but increase from left to right. 
'('The reader may wonder why the bandwidth of the distributed amplifier does not equal that of the lumped 
amplifier when n = 1. In our model, the distributed amplifier with n = 1 still has an inductive input 
and output network (two L g  and two L J ) ,  whereas the lumped amplifier does not. In our approximate 
calculations. these networks give a bandwidth extension of 2 x. 

TEAM LinG



202 MAIN AMPLIFIERS 

to 7, mostly because of losses in the artificial transmission lines. Losses are caused 
by the series resistance of the inductors as well as the input resistance and output 
conductance of the transistors. It can be shown that the gain-bandwidth product of 
a distributed GaAs FET amplifier is limited to about fmax as a result of the losses 
associated with R, and go [201]. The use of artificial transmission lines with simple 
terminations, as shown in Fig. 6.26(b), leads to a fair amount of passband ripple. 
The gain flatness can be improved by using half sections (L1/2  and Lo/2) or so- 
called m-derived halfsections at the ends of the transmission lines [ 134,2011. Also, 
distributed amplifiers tend to exhibit gain peaking and group-delay variations near the 
cutoff frequency. Note that although the bandwidth of distributed amplifiers increases 
with n, the group delay remains at 1/(2n . B W ) ,  independent of n. Optimization 
procedures can improve the gain and delay uniformity. 

In another approach’ to implement a distributed amplifier, the input and output 
transmission lines are assembled from short uniform transmission-line segments, as 
shown in Fig. 6.27. The resulting, periodically loaded transmission lines have a lower 
characteristic impedance than the unloaded ones. Specifically, the impedance of the 
capacitively loaded output transmission line is [72] 

(6.70) 

where ZTSO is the characteristic impedance of the unloaded transmission line, C o / n  
is the periodic load capacitance, CTSO is the capacitance of the transmission-line seg- 
ment, which can be calculated as CTSO = td&y/ZTSO for the lossless case. In practice, 
the loaded impedance often must be equal to 50 L?, which means that the unloaded 
impedance must be substantially above 50 L?. Unfortunately, such high-impedance 
transmission lines that also exhibit a low loss are difficult to realize in standard sili- 
con technologies. Compared with the artificial transmission line in Fig. 6.27(a), the 
periodically loaded transmission line in Fig. 6.27(b) has a different cutoff behavior, 
but the bandwidth that can be achieved with these two techniques is similar. 

. +  
*,SO & RI, 
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Fig. 6.27 (a) Lumped amplifier and (b) distributed amplifier with periodically loaded trans- 
mission lines. 

Distributed amplifier stages can be cascaded like any other amplifier stage. When 
cascading two distributed stages, the output transmission line of the first stage feeds 
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the input transmission line of the second stage. Both transmission lines need to have 
the same characteristic impedance to avoid reflections. When cascading a lumped 
and a distributed stage, the lumped stage must provide the necessary termination for 
the distributed stage. 

Another advantage of distributed amplifiers over lumped amplifiers is their superior 
high-frequency impedance matching. At high frequencies, the lumped input and 
output capacitances of an amplifier limit the achievable input and output matching 
(S11 and S22), respectively (cf. Appendix C.2). By breaking these capacitances into 
smaller ones and absorbing them into transmission lines, the above limit can be 
circumvented. Note that the improvements in high-frequency matching and high- 
frequency gain are related: with better matching, more signal goes into the amplifier 
(and comes out of the amplifier), resulting in a better gain. For more information on 
distributed amplifiers see [201]. 

6.3.3 Off set Compensation 

In Section 6.2.5, we saw that the input offset voltage of an LA should be limited 
to about 0.1 mV. For larger values, the data signal is sliced so much off center that 
the receiver sensitivity is substantially degraded. A typical BJT amplifier has a 30 
random offset voltage of a few milli-Volts, whereas a high-speed MOSFET amplifier 
has an offset voltage of around 10 mV. In either case, this is too much and we need 
an offset compensation scheme to reduce the offset voltage to the required value. 

Figure 6.28 shows a popular MA topology that combines the offset-compensation 
circuit with the input termination [98]. 'The input signal is AC coupled to the MA with 
the capacitors C and C'. Two 5042 resistors serve as the input termination and also 
supply a differential DC voltage from the error amplifier A 1 ,  which compensates for 
the MA's offset voltage. To do this, the error amplifier senses the DC component of 
the MA's differential output signal, that is, the output offset voltage, by means of the 
two low-pass filters R I  -CI and Ri-C; ,  and adjusts its output voltage until the output 
offset voltage becomes zero. Note that in Fig. 6.28, the output impedance of the error 
amplifier is assumed to be zero; if it is larger than zero, the value of the termination 
resistors has to be reduced accordingly. For example, in [98], A1 is implemented with 
a pair of emitter followers and the termination resistors are 40 R. 

Fig, 6.28 MA with offset compensation circuit. 
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Another approach to cancel the offset voltage is shown in Fig. 6.29. Here, the 
first stage of the MA has two differential inputs: one input is used for the data 
signal and the second input is used for the offset-compensation voltage. Such a stage 
can be implemented, for example, with two differential pairs joined at the outputs 
and is known as a difSerentia1 difSerence amplijier (DDA)." As before, the offset- 
compensation voltage is supplied by the error amplifier A 1 ,  but now this amplifier only 
needs to drive the high-impedance DDA inputs rather than the 5042 resistors. The 
input termination for the MA can be implemented with two 50-R resistors to ground. 

VIP 

vIN 

VOP 'ON 

Fig. 6.29 M A  with DDA-type offset compensation circuit. 

There are two reasons why the circuits in Figs. 6.28 and 6.29 do not completely 
eliminate the offset voltage: (i) the finite gain of the error amplifier A ]  and (ii) the 
offset voltage V0.g of the error amplifier. Calculating the output offset voltage of the 
circuit in Fig. 6.28 and dividing it by the signal gain, A, reveals that the input offset 
voltage is reduced from V ~ S  to 

where all offset voltages are expressed as 3 0  values (assuming zero-mean Gaussian 
distributions) and Vos and Vosl are assumed to be statistically independent. The 
approximation on the right-hand side holds if A A I  >> 1 .  The result in Eq. (6.71) 
also applies to the DDA circuit in Fig. 6.29, if the two port gains of the DDA are 
equal. (If the gain from the offset-compensation port is smaller, A 1 has to be reduced 
accordingly.) From Eq. (6.71), we conclude that although the original offset voltage, 
Vos, is suppressed by the low-frequency loop gain, the offset voltage of the error 
amplifier, Vosl, is suppressed only by A. Thus, unless the offset of the error amplifier 

"The two input ports of a typical CMOS DDA are matched and thus have the same gain [lSS, lS8J. 
However, in offset-cancellation applications, the port where the offset-compensation voltage is applied 
often is made to have a lower gain. 
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is made very small, Vosl << Vos/A1, this component now may dominate the total 
offset. However, because the error amplifier doesn't have to be fast, large transistors 
with good matching properties can be used to minimize Vosl. 

Depending on the amount of offset that must be compensated, A1 can be an am- 
plifier (A1 > l) ,  a buffer (A1 = l),  or be left out entirely. For a BJT amplifier, a 
passive R-C-R structure [143] or a buffer implemented as an emitter follower [98] 
often is sufficient, whereas MOSFET amplifiers, which have a larger offset, usually 
require additional loop gain to meet thle offset specification. In the case of an AGC 
amplifier, we have to make sure that the offset voltage is sufficiently suppressed at 
the lowest gain setting. 

Low-Frequency Cutoff The offset-compensation circuits in Figs. 6.28 and 6.29 
not only suppress the unwanted offset voltage, but also some important low-frequency 
components of the input signal. In other words, these offset-compensation circuits 
introduce a low-frequency cutoff in the overall MA frequency response (cf. Fig. 6.6). 
As discussed in Section 6.2.6, an LF cutoff causes baseline wander and data-dependent 
jitter if the cutoff frequency is too high. 

Two structures in the circuit of Fig. 6.28 cause an LF cutoff (i) the AC coupling 
capacitors C and C' with the 50-52 termination resistors and (ii) the offset compen- 
sation loop with R1, R; ,  C1, and C; . If we assume that C1 and C; are very large, 
the LF-cutoff frequency due to the AC coupling is ~ L F  = 1/(27r . 2RoC), where 
Ro = 50 Q. If we assume that C and C' are very large, the LF-cutoff frequency due 
to the offset-compensation loop is 

(6.72) 

Note that the expression AA1/2 is the AC loop gain. The factor 1/2 is caused by 
the voltage divider formed by the 50-52 termination resistors and the 50-52 source 
resistance. For the DDA-type offset compensation in Fig. 6.29, the AC loop gain is 
A A I ,  and correspondingly, the LF-cutoff frequency is ~ L F  = (AAI + 1)/(2n. RI Cl), 
if we interpret A as the gain from the offset-compensation port to the amplifier output. 
[+ Problem 6.191 

From these results, we can conclude that to obtain a particular cutoff frequency, we 
need to make the loop bandwidth, 1/(2x . R1 Cl), much smaller than this frequency. 
For example, if the AC loop gain is 100 and we need a cutoff frequency of less 
than 250kHz, the loop bandwidth must be made 2.5kHz or less. The small loop 
bandwidth can be realized, for example, with feedback capacitors CF around the 
error amplifier A 1, thus using the Miller effect to create the large effective input 
capacitances CI = (A1 + 1). CF.  

As with any feedback system, we have to make sure that the offset compensation 
loop is dynamically stable (in its differential and common mode). Fortunately, this 
usually is not a problem because the dominant open-loop pole, which is required to 
be at a very low frequency to meet the LF cutoff requirements, is far removed from 
the high-frequency poles, thus permittiing a high loop gain without violating phase or 
gain margins. 
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Slice-Level Adjustment. As we discussed in Section 4.10, a receiver with an 
avalanche photodetector (APD) or an optical preamplifier produces significantly more 
noise on the ones than the zeros, resulting in an eye diagram and noise statistics as 
illustrated in Fig. 6.30. Under these circumstances, the optimum slice level is some- 
what below the midpoint between zeros and ones (the DC component of the received 
signal). To make the LA slice at this optimum level, we introduce a controlled amount 
of offset voltage, V 0 s . s ~ .  

"OSSA 

fig. 6.30 Slice-level adjustment is required if the noise distributions for zeros and ones 
are unequal. 

A simple modification to the offset-compensation circuits in Figs. 6.28 and 6.29 
can introduce such an offset voltage. Figure 6.31 shows the offset compensation 
circuit from Fig. 6.28, but with the error amplifier replaced by a DDA. In a feedback 
configuration, the ideal DDA forces the two differential input-port voltages to become 
equal. Thus under steady-state conditions, the DC component of the MA's output 
voltage, that is, the output offset voltage, becomes approximately equal to V ~ A .  More 
precisely, we can calculate the systematic input offset voltage of the MA in Fig. 6.3 1 as 

(6.73) 

where amplifiers A and A1 were assumed to have no systematic offset. Thus, the 
desired input offset voltage, VOS.SA, can be controlled conveniently with the slice- 
level adjustment voltage VSA applied to the DDA. 

Fig, 6.37 MA with offset compensation and slice-level adjustment. 
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Alternatively, slice-level adjustment can be implemented in the TIA or, if a linear 
MA is used. in the decision circuit. 

6.3.4 Automatic Gain Control 

An AGC amplifier consist of a variable-gain amplifier (VGA) and an automatic gain 
control (AGC) mechanism, as shown in Fig. 6.32. Similar to the LA, the VGA is 
implemented as a multistage amplifier to maximize its gain-bandwidth product. But 
in contrast to the LA, the gain of the stages is now controlled by the DC voltage VAGC. 
The amplitude of the VGA's output signal is measured by an amplitude detector and 
is compared with the reference voltage VREF to produce the gain-control voltage 
VAGC. The speed and stability of the gain-control loop is controlled by the low-pass 
filter consisting of R and C. For simplicity, Fig. 6.32 shows a single gain-control 
voltage, VAGC, controlling all the stages. However, in a practical AGC amplifier, 
multiple gain-control voltages may be used and not all stages may be gain controlled. 
For example, to optimize the noise performance, it makes sense to stagger the gain 
control, first reducing the gain of the output stages before reducing the gain of the 
input stages. 

A 

VfP 

vIN 

vON 

"OP 

Fig, 6.32 Block diagram of an AGC amplifier. 

Let's have a closer look at the two main components of the AGC amplifier: the 
variable-gain stages and the amplitude detector. 

Variable-Gain Stages. The gain of an amplifier stage can be controlled in a number 
of different ways. When choosing the gain-control method it is important to keep in 
mind that changing the gain inadvertently changes some other parameters, such as the 
bandwidth, the input dynamic range, the noise, or the output common-mode voltage, 
as well. Usually, we would like the bandwidth and the output common-mode voltage 
to stay constant, whereas the input dynamic range should be largest for the low-gain 
settings and the noise should be lowest for the high-gain settings. 

In the following, we summarize some popular gain-control methods: 

0 Vary the transconductance g,,, of the gain transistor. Because the gain of a sim- 
ple amplifier stage (without feedlback) is given by gnl . R L ,  varying g, changes 

TEAM LinG



208 MAIN AMPLIFIERS 

the gain. One way to control the value of g,  is by means of the transistor’s bias 
current. Figure 6.33(a) shows a differential pair with a variable tail current. 
Reducing the tail current to I0 - IAGC lowers the g,, of the differential pair 
and thus the gain of the stage. But unfortunately, reducing the tail current also 
lowers the voltage drop across the load resistors R and R’, and thus the output 
common-mode voltage shifts upward. To keep this voltage constant, we can 
add two more variable current sources at the outputs of the stage, as shown in 
Fig. 6.33(a). Now, the current that is taken away from the tail current, IAGC, 
is rerouted to the two outputs, keeping the quiescent current through the load 
resistors at the fixed value 1012. Alternatively, if we want to increase the tail 
current to l o  + IAGC, we have to inject the currents IAGCI2 into the output 
nodes to prevent the additional tail current from flowing into the load resistors. 
A drawback of this stage is that the maximum input voltage for linear operation 
is reduced as the gain is reduced. This is unfortunate because we expect the 
largest input signals for the lowest gain settings. The input-referred noise volt- 
age increases somewhat at low gains, but from a signal-to-noise point of view, 
this should not be a problem. The bandwidth stays approximately constant. 

Fig. 6.33 VGA stages based on a variable transconductance. 

Another way to lower the value of g, is by reducing the drain-source voltage, 
thus pushing the FET into the linear regime. Besides reducing g,, this method 
also increases go, thus reducing the gain further. A way to implement this 
scheme is to add cascode transistors as shown in Fig. 6.33(b). The gate voltage 
of the cascode transistors, VAGC, controls the gain. The gain and the cascode 
transistors can be combined into a so-called dual-gate FET. Because the tail 
current now remains constant, the output common-mode voltage also remains 
constant and the input dynamic range depends less on the gain setting. However, 
this stage can be strongly nonlinear when driven with a large input signal. In 
particular, at low gain settings, the DC transfer function can be expanding rather 
than compressive. 

0 Vary the load resistor R L .  Because the gain of a simple amplifier stage (without 
feedback) is given by gm . RL, varying RL changes the gain. Figure 6.34(a) 
shows adifferential pair with the variable load resistor RAGC ( R L  = R ~ ~ c 1 1 2 R ) .  
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Although we could vary the single-ended load resistors R and R' directly, 
this would alter the output common-mode voltage; hence, it is preferable to 
introduce the variable differential load as shown. The variable load can be 
implemented, for example, with an FET operating in the linear regime. This 
stage has a constant input dynamlic range and a good noise performance. Its 
main drawback is that the bandwidth expands as the gain is reduced. RIF:op VIN VIP g o i O P  R ~ G C  VIN 

v, 4 
+ T  - 4 lo 

(a) (b) 

- - - 

Fig. 6.34 VGA stages based on (a)' a variable load and (b) a variable series feedback. 

Vary the amount of feedback. Figure 6.34(b) shows a differential pair with 
series feedback provided by the variable source degeneration resistor RAGC. 
In this example, we split the tail current l o  in two halves; alternatively, a 
single tail-current source could be connected to the midpoint of RAGC. The 
advantage of the split current source is that it produces no DC voltage drop 
across RAGC, thus avoiding potential headroom problems. The advantage of 
the single current source is that it contributes only common-mode noise to 
the outputs, thus giving better noise performance. The variable degeneration 
resistor can be implemented, for example, with an FET operating in the linear 
regime. This stage has an approximately constant bandwidth, a constant output 
common-mode voltage, and its dynamic range increases as the gain is reduced, 
as desired. Furthermore, the degeneration resistor improves the linearity. For 
these reasons, FET VGA often are based on this approach. 

0 Build the amplifier stage as an analog multiplier. One input of the multiplier is 
used for the signal and the other input is used for the gain-control voltage, VAGC. 
This approach often is used for biipolar VGA stages where voltage-controlled 
resistors (FETs) are not available. Two- or four-quadrant multipliers based on 
the Gilbert cell can be used for this purpose. When designed properly, these 
stages can achieve a gain-independent bandwidth and a large dynamic range. 
We discuss some implementation examples in Section 6.4.2. 

0 Switch between two (or more) fixed gains. If we have two stages with different 
gains, we can digitally select one of the two gains by selectively enabling the 
corresponding stage. Note that this arrangement corresponds to a multiplier 
with one analog and one digital input. We discuss an implementation example 
based on this approach in Section 6.4.2. 
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Amplitude Detectors. The amplitude detector in Fig. 6.32 can be implemented as a 
peak detector or as a rectifier. The principle of a peak detector is shown in Fig. 6.35(a). 
Whenever the input signal U I  exceeds the output voltage U O ,  the diode (assumed to 
be ideal) turns on and charges the capacitor C to the value of U I  . Note, however, that 
such a peak detector can respond only to increasing amplitudes. To track decreasing 
amplitudes as well, a decay or reset mechanism must be added. In Fig. 6.35(a), the 
necessary decay is provided by the current source I ,  which discharges the capacitor 
slowly. Unfortunately, this current source also causes the voltage to droop during 
long strings of zeros. The values for C and I must be chosen carefully to meet the 
response time and droop specifications of the amplitude detector. 

Fig. 6.35 Principle of (a) a peak detector and (b) a full-wave rectifier. 

The principle of a full-wave rectifier is shown in Fig. 6.35(b). Rather than taking 
the peak value, we are now taking the absolute value of the input signal. Thus, for an 
NRZ (or RZ) signal that swings symmetrically about zero, the result is a DC voltage 
with a ripple caused by the finite rise and fall times. If the input signal is available 
in differential form, VIP and U I N ,  as it usually is the case in MAS, the rectifier can be 
built with two diodes. Assuming ideal diodes, the output voltage uo is equal to the 
larger one of the two input voltages, vo = max(up, U I N ) ,  which is equal to I u p (  for 
WIN = - -VIP.  A small capacitor can be added at the output to filter out the ripple. 
Note that in contrast to the peak detector, this capacitor does not need to hold the 
output voltage for multiple bit periods but only for the short rise and fall times of the 
signal. In summary, the full-wave rectifier approach avoids the problem of droop, but 
it requires differential signals with fast rise/fall times and a low offset. 

In the remainder of this section, we briefly look at practical implementations of 
the peak detector and the rectifier. Figure 6.36(a) shows the BJT peak detector used 
in [ I  191. Transistor Q3 is turned on by the differential stage, Ql and Q2,  if the 
input voltage V I  exceeds UO, thus charging up the capacitor C. The emitter follower 
Q4 buffers the output voltage from the capacitor and also provides a small discharge 
current, I = I E / / ~ ,  to it. Note that embedding the peak-detector core, Q3 and C ,  
into the feedback loop compensates for the base-emitter voltage drops of QS and Q4 

and makes ug  track the peaks of UI with minimal offset. A CMOS peak detector 
similar to the one shown in Fig. 6.36(a) has been reported in [ 1051. Additional CMOS 
peak-detector circuits can be found in [92, 1871. 

Figure 6.36(b) shows the simplified circuit of the BJT full-wave rectifier used in 
[144]. The emitter-coupled BJT pair, Ql and (22, operates as the “max” circuit and 
also provides high-impedance inputs. Note that the output signal uo is shifted down 
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Fig. 6.36 Realization of (a) a peak detector and (b) a full-wave rectifier. 

by a base-emitter voltage drop relative to the input signals. One way to compensate 
for this shift is to also shift VREF in Fig. 6.32 by the same amount. Also note that the 
differential input signals, VIP and WIN, must have a low offset voltage for the accurate 
detection of small signals. A CMOS full-wave rectifier similar to the one shown in 
Fig. 6.36(b) has been reported in [1231. There, the rectifier was combined with the 
op amp that performs the comparison to VREF; this op amp also compensates for 
the voltage drop in the rectifier. A CMOS full-wave rectifier using the current-mode 
approach has been reported in [ 1 SO]. 

6.3.5 Loss of Signal Detection 

In the event of an accidental fiber cut or a failure of the laser or its power supply, the 
receiver loses the signal. The receiver must detect this loss of signal (LOS) condition 
to give an alarm and possibly to restore the connectivity automatically. Some MAS 
include a loss-of-signal detector on the chip to support this function. 

The block diagram of an LOS circuit is shown in Fig. 6.37. An amplitude detector 
monitors the signal strength at the MA output. The implementation of this block was 
discussed in Section 6.3.4. The measured amplitude is compared with a threshold 
voltage VTH with a comparator circuit. The threshold voltage is set equal to the 
amplitude that just meets the BER requirement. The comparator usually exhibits a 
small amount of hysteresis to avoid oscillations in the LOS output signal. Finally, a 
timer circuit suppresses short LOS events. For instance, the SONET standard requires 
that only LOS events that persist for longer than 2.3 ps are signaled [l  881. 

out T -  

Fig. 6.37 Block diagram of a loss-of-signal detector. 
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6.3.6 Burst-Mode Amplifier 

How does a burst-mode MA differ from a continuous-mode MA? Figure 6.38(a) 
shows a single-ended continuous-mode LA with an AC-coupled input signal. As 
a result of the AC coupling, the data signal is sliced at its average value. For a 
DC-balanced continuous-mode signal, the average value corresponds to the vertical 
center of the eye and all is well. (We are disregarding the case of unequal noise 
distributions, which was discussed in Section 6.3.3.) If we use the same AC-coupled 
LA to process a burst-mode signal, as shown in Fig. 6.38(b), the signal again is sliced 
at the average value. However, in this case, the average value is nowhere near the 
vertical center of the eye, and pulse-width distortions, jitter, and a high BER are the 
undesirable consequences. 

Fig, 6.38 An AC-coupled LA operated with (a) continuous-mode and (b) burst-mode signals. 

To avoid this problem, burst-mode receivers often use DC coupling between all 
of its components (TIA, MA, and CDR). However, a downside of this approach is 
that all the offset voltages produced by these components must be tightly controlled. 
The offset voltage in the TIA can be controlled as explained in Section 5.2.11. Then, 
if the offset introduced by the MA is small, additional offset control may not be 
necessary. Alternatively, if the TIA has no offset control or is single ended, the 
MA must perform the offset control function. Figure 6.39 shows an example of an 
LA with a single-ended input that performs offset control [50, 1041. A peak and 
bottom detector determine the maximum and minimum values of the input signal, 
respectively. The average between these two values is obtained with two matched 
resistors, R and R', which then is used as the decision threshold voltage VDTH. This 
circuit slices the input data signal at the vertical center of the eye regardless of the 
signal's average value or amplitude. Note that the peak and bottom detectors must 
be reset in between bursts to acquire the correct amplitude for each individual burst. 
Remember that large amplitude variations from burst to burst are common in passive 
optical networks such BPON and EPON. 

Another approach to designing a burst-mode receiver is to AC couple the TIA to 
the MA, as shown in Fig. 6.38(b), but to use a very small coupling capacitor such 
that the time constant is much smaller than the bit period (RC << l / B ) .  In this case, 
AC coupling acts as a differentiator, producing short positive and negative pulses 
at the rising and falling data edges, respectively. Subsequently, the main amplifier 
is designed as a comparator with hysteresis (positive feedback), which acts as an 
integrator restoring the original NRZ signal. The main drawback of this approach is 
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VDTH - 

Fig. 6.39 A DC-coupled burst-mode limiting amplifier. 

that the high-pass coupling network enhances the received noise, which results in a 
reduced receiver sensitivity [ 1001. 

6.4 MA CIRCUIT IMPLEMENTATIONS 

In the following, we examine some representative transistor-level MA circuits, which 
have been reported in the literature. These circuits illustrate how the design principles 
discussed in the previous section can be implemented in a broad variety of technolo- 
gies using different types of transistors such as the metal-semiconductor field-effect 
transistor (MESFET), the heterostructuire field-effect transistor (HFET), the bipolar 
junction transistor (BJT), the heterojunction bipolar transistor (HBT), and the com- 
plementary metal-oxide-semiconductor transistors (CMOS) (cf. Appendix D). 

6.4.1 MESFET and HFET Technology 

Single-Ended Gain Stage. Figure 6.40 shows a simplified schematic of the GaAs- 
FET gain stage reported in [26, 271. This single-ended stage is part of a three-stage 
amplifier, which has a bandwidth of 3.3 GHz and is implemented in a I-Fm GaAs- 
MESFET technology. The transistors in this circuit are depletion-mode FETs, which 
means that they conduct current when the gate-source voltage is zero. 

The gain transistor MI is driving the active-feedback load composed of FETs M3 
through M5. FET M2 provides the bias current for MI and M g .  The active-feedback 
load consists of the source-follower, M3 and M4, a stack of four Schottky diodes for 
level shifting, and the feedback FET M!j. Neglecting the output conductances of Mi, 
M2, and M5 and assuming unity gain for the source follower, this load presents the 
equivalent resistance RL = l/g,5 (cf. Section 6.3.2, TIA Load). Therefore, the gain 
of the stage is about A = g n l l / g m s ,  a quantity that can be set accurately by the ratio 
of the widths of MI and Ms. Overall, the active-feedback load provides good gain 
and operating-point stability. Another source-follower stage with M(j and M7, which 
can be sized independently of the source-follower M3 and M4, serves as a buffer to 
drive the subsequent stage. 

TEAM LinG



214 MAIN AMPLIFIERS 

Fig. 6.40 MESFET/HFET implementation of a single-ended gain stage based on [27]. 

The three-stage amplifier in [27] uses this topology for the second and third stage. 
The first stage is realized as a common-gate stage, which provides good input matching 
and low noise. All stages in this single-ended design are AC coupled. 

Differentia/ Gain Stage. Figure 6.41 shows a simplified schematic of the GaAs- 
FET VGA stage reported in [78]. This differential stage is part of a four-stage AGC 
amplifier, which has a bandwidth of 18 GHz and is implemented in a 0.3-pm GaAs- 
HFET technology with enhancement- and depletion-mode devices. 

VDD 

"IN 

vss 

Fig. 6.47 MESFET/HFET implementation of a differential VGA stage based on [78] 

The differential input signals u ~ p  and UIN are fed into a cascade of three source 
followers, MI ,  Mi,  M2, Mi, M?, and Mi,  which provides impedance transformation 
and level shifting. The source followers are implemented with enhancement-mode 
FETs, whereas the bias current sources are implemented with depletion-mode FETs. 
The depletion-mode current sources are easier to bias, have lower crosstalk, and 
reduced supply voltage dependence. The source followers M3 and Mi are enhanced 
with an R-C coupling network to improve their speed (active source follower). The 
operation of this network can be understood as follows: when the output of source 
follower M3 is rising, the bias current of M3 is momentarily reduced by means of the 
control voltage at node b, thus accelerating the transition. This bias current reduction 
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is caused by the falling edge at the output of the source follower M;, which is coupled 
to node b through the R-C high-pass network. Similarly, M2 helps to accelerate the 
transitions of Mi. The output signals from the source follower cascade drive the 
differential pair, M4 and M i .  FET M5 acts as a voltage-controlled resistor, which 
varies the amount of series feedback and thus the gain of this stage. The source 
degeneration resistor Rs improves the linearity. 

The AGC amplifier in [78] consists of an input buffer, four DC-coupled stages of 
the type shown in Fig. 6.41, and an output buffer. A passive on-chip R-C-R feedback 
network reduces the offset voltage (cf. Section 6.3.3). The voltage VAGC is produced 
by an on-chip AGC circuit. 

In [77], a similar differential stage has been reported, which is part of a three-stage 
LA with a bandwidth of 29.3 GHz implemented in a 0.2-km GaAs-HFET technology. 
In contrast to Fig. 6.41, this stage has no gain control, and therefore the degeneration 
devices Rs and A45 are removed and nodes s and s' are shorted together. With this 
modification, the stage operates at its maximum gain. Furthermore, this LA stage 
uses inductive loads for shunt peaking. 

6.4.2 BJT and HBT Technology 

Cherry-Hooper Stage. Figure 6.42 shows a simplified schematic of the bipo- 
lar gain stage reported in [86]. This stage is part of a three-stage LA, which has 
a bandwidth of 45 GHz and is implemented in a 105-GHz SiGe-HI3T technology. 
This type of stage is known as a Cherry-Hooper stage and has been used success- 
fully since 1963, when the original Cherry-Hooper paper [22] was published (e.g., 
see [38,96, 133, 143]).'* 

Fig. 6.42 BJT/HBT implementation of a gain stage based on the Cherry-Hooper architecture 
(e.g., I861 ). 

'*The paper [22] describes the design of single-ended wideband amplifiers using an alternation of series- 
and shunt-feedback stages. Later, this concept was extended to a differential topology and to include 
emitter followers (see Fig. 6.42). 
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The input signals u p  and VIN drive the differential pair Ql and Q; with the emitter 
degeneration resistors RE and RL. We already discussed in Section 6.3.2 how emitter 
degeneration (series feedback) reduces the input capacitance and thus speeds up the 
BJT input pole. The emitter capacitor CE can be used to introduce a zero, further 
improving the speed. The load of the input differential pair is presented by the TIA 
consisting of Q2, Q i ,  Q3, and Q; and the shunt-feedback resistors RF and R;. 
Note the similarity between this TIA and the one shown in Fig. 5.31. We know from 
Section 6.3.2 how the low input impedance of the TIA speeds up the pole associated 
with the nodes x and x’ and also reduces the Miller capacitance at the input of this 
stage. Finally, the differential output signals are buffered with the emitter followers 
Q4, Q i ,  Qs,  and Q s .  These buffers reduce the loading, can provide some peaking, 
and shift the DC voltage to a lower level such that the Ql and Q; of the next stage 
can operate at a higher VCE, which improves their speed. 

The degenerated input differential pair has a transconductance of about TR RE 
(more precisely, I / [ R E  + l/gml]), whereas the TIA has a transresistance of about 
RF (assuming the gain of Q2 and Q; is much larger than one). The product of these 
two quantities, A = R F / R E  (or A = RF/[RE + l/gml], to be more precise), is the 
voltage gain of the Cherry-Hooper stage. Because this gain is given primarily by a 
resistor ratio, it is insensitive to process, temperature. and supply voltage variations. 
Note that the Cherry-Hooper stage can be viewed as a double stage combining a 
transadmittance stage (TAS) with a transimpedance stage (TIS). Thus in a multistage 
application. we have an alternation between TAS and TIS. It also has been observed 
that the large impedance mismatch between the TAS, TIS, and emitter followers 
contributes to the wide bandwidth of this architecture [22, 1451. 

In [38], a similar Cherry-Hooper stage has been reported, which is part of a three- 
stage LA with a bandwidth of 15 GHz implemented in a 47-GHzSiGe HBT tech- 
nology. In contrast to Fig. 6.42, this stage does not have the emitter degeneration 
resistors RE and RL in the TAS, resulting in the increased stage gain A = g,l RF.  
Furthermore, the collector resistors Rc and RL are each split into a series connection 
of two resistors RCI-RCZ and RL1-RL2 with the bases of Q3 and Q i  connecting to 
the midpoints. This modification provides a gain enhancement of 1 + Rc2/ Rcl with 
little impact on the bandwidth. 

In [ 1331, another form of the Cherry-Hooper stage has been reported, which is 
part of a three-stage LA with a bandwidth of 9 GHz implemented in a 0.4-pm BJT 
technology. In contrast to Fig. 6.42, this stage uses a simplified TIA load without 
the emitter followers Q3 and Q;. In this case, the noninverted and inverted currents 
from the TAS and TIS, respectively, flow into the same collector resistors Rc and R(c, 
possibly giving rise to a nonmonotonic DC transfer function. To ensure monotonic 
behavior and proper limiting, it is recommended to make the TIS tail current, 1 2 ,  

twice as large as the TAS tail current, I I  . 

Four-Quadrant Multiplier VGA Stages. How can we control the gain of a Cherry- 
Hooper stage for use in an AGC amplifier? Unfortunately, bipolar technologies don’t 
offer voltage-controlled resistors that we could use to control RE or RF (cf. Sec- 
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tion 6.4.1). The solution that we explore next is to turn the Cherry-Hooper stage into 
an analog multiplier. 

Figures 6.43 and 6.44 show the schematics of the bipolar VGA stages reported in 
[98]. These stages are part of a three-stage AGC amplifier, which has a bandwidth of 
10 GHz and is implemented in a 22-GHz BJT technology. 

fig. 6.43 BJT/HBT implementation of a four-quadrant multiplier VGA stage based on [98]. 
Nodes x and x’ connect to a TIA load as in Fig. 6.42. 

b G C  

fig. 6.44 BJT/HBT implementation of a modified four-quadrant multiplier VGA stage based 
on [98]. Nodes x and x’ connect to a TIA load as in Fig. 6.42. 

Figure 6.43 shows how the input differential pair can be turned into a four-quadrant 
multiplier that has the form of a Gilbert cell. The TIA load is the same as that shown 
in Fig. 6.42. If the gain-control voltage VAGC is large, the output currents from the 
differential pair Ql and Q; are directly routed through Q A  and Q> to the nodes x and 
x’ producing a gain of approximately A = R F / R E ,  as in the original Cherry-Hooper 
stage. However, if VACC is reduced, the currents to the nodes x and x’ become a 
combination of the direct contributions through Q A  and Q> and the crossed-over 
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contributions through QB and QL. These two contributions partly cancel each other 
which results in a reduced gain. In particular, for VACC = 0, the cancellation is 
complete and the gain becomes zero (assuming the transistors QA, QX, QB, and Ql, 
are sized identically). Note that the gain control voltage for this stage always must be 
kept positive. Should it drop below zero, the gain starts to increase again (and the data 
signal is inverted), which means that the negative-feedback AGC loop turns into a 
positive-feedback loop, making the AGC unstable. Also, note that the input dynamic 
range of this stage, just like that of the original Cherry-Hooper stage, is determined 
by the voltage drop across the emitter degeneration resistors RE and Rk,  and thus 
is independent of the gain-control voltage VAGC. This may be an issue at low gains 
where the input signals are largest. 

Figure 6.44 shows another approach to design a VGA stage with BJTs. Compared 
with Fig. 6.43, the input ports of this modified four-quadrant multiplier are used 
differently: the lower inputs are now used for the gain-control voltage, whereas the 
upper inputs are used for the input signal. The maximum gain of approximately 
A,,, = R F / R E I  is obtained when all of the tail current is directed through QA into 
the differential pair Q 11 and Q;, . If we reduce VAGC and divert some of the tail 
current through Q B  into the other pair, Q12 and Qi2, the transconductance of the 
first pair drops, whereas the second pair contributes an inverted signal current to the 
output. As a result of these two mechanisms, the gain is reduced. 

In [98], the first stage uses the topology shown in Fig. 6.43, the second stage uses 
the topology shown in Fig. 6.44, and the third stage has a fixed gain. The reason 
for using both types of VGA stages is that they can be made to have complementary 
characteristics. Whereas the gain of the stage in Fig. 6.43 drops with increasing 
input voltage, that of the stage in Fig. 6.44 increases. Whereas the bandwidth of 
the stage in Fig. 6.43 shrinks with decreasing gain, that of the stage in Fig. 6.44 can 
be made to expand with the appropriate choice of R E ] ,  R L l ,   RE^, Rb2, C E ~ ,  and 
c E 2 .  Thus, combining the two stages results in superior linearity (large u;:) and a 
gain-independent bandwidth. In addition to the three gain stages, the AGC-amplifier 
chip in [98] also includes an input buffer, two output buffers (one to drive the decision 
circuit and one to drive the clock-recovery circuit), an offset compensation circuit, 
and a gain-control circuit. 

In [ 1141, similar VGA stages have been reported, which are part of a three- 
stage AGC amplifier with a bandwidth of 32.7 GHz implemented in a 92-GHz SiGe 
HBT technology. 

Two-Quadrant Multiplier VGA Stage. Figure 6.45 shows a simplified schematic 
of the bipolar VGA stage reported in [ 1781. This stage is part of a three-stage VGA for 
a 20-Gb/s application and is implemented in a 60-GHz SiGe graded-base technology. 

In contrast to Fig. 6.43, this stage is based on a two-quadrant multiplier. The two 
quadrants corresponding to VAGC < 0 are not needed; in fact, they must be avoided 
to keep the control loop stable. The stage shown in Fig. 6.45 controls the gain by 
dumping a variable amount of signal current through Q B  and Q’, into VCC. Thus, 
when the stage is completed with a TIA load as in Fig. 6.42, the gain can be varied 
in the range A = 0 to R F / R E .  A drawback of this topology is that the DC currents 
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Fig- 6.45 BJT/HE%T implementation of a two-quadrant multiplier VGA stage based on [ 1781. 
Nodes x and xf connect to a TIA load as in Fig. 6.42. 

into the nodes x and xf are varying with the gain-control voltage, producing a variable 
output common-mode voltage. A bias stabilization circuit can be added to take care 
of this problem. 

The VGA in [178] uses the topology shown in Fig. 6.45, enhanced with a bias 
stabilization circuit and with R E  = RL = CE = 0 for the first stage. The second and 
third stages have a fixed gain. This VGA is used to drive a decision circuit located 
on the same chip. 

Selectable Gain Stage. Figure 6.4.6 shows a simplified schematic of the bipolar 
VGA stage reported in [37, 391. This stage is part of a three-stage AGC amplifier 
with a bandwidth of 9 GHz and is implemented in a 50-GHz SiGe technology. 

Fig. 6.46 BJT/HBT implementation of a selectable gain stage based on 137, 391. Nodes x 
and x’ connect to the gain-control circuit (emitters of Q A ,  Q B  and Q>* Qh) in Fig. 6.43 or to 
the TIA load in Fig. 6.42. 
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In this approach, the input signals are applied simultaneously to two differential 
pairs, one with emitter degeneration resistors  RE^, RL,  and the other with  RE^, RL2. 
The differential pair, Q A  and Q B ,  acts as a switch that steers the tail current either 
into the left or the right differential pair, depending on the binary value of the select 
signal. The active pair together with the TIA load in Fig. 6.42 determine the gain 
to be either A = R F / R E I  or R F I R E ~ .  This topology has the advantage that it 
has a wide input dynamic range when the lower gain is selected (large degeneration 
resistor), whereas it has a good noise figure when the higher gain is selected (small 
degeneration resistor). 

The first stage of the AGC amplifier in [37,39] combines the selectable gain circuit 
in Fig. 6.46 with the the gain-control circuit ( Q A ,  QL, Q B ,  Qk) in Fig. 6.43. The 
select input is used to choose the gain range, whereas the VAGC input is used to 
control the gain continuously within each range. In the lower range (-7 dB to 7 dB), 
the maximum input voltage is 1.7V and the noise figure is 16dB, whereas in the 
upper range (7 dB to 20 dB), the maximum input voltage is 0.2 V and the noise figure 
improves to 12dB. The second stage features a continuous gain control input only, 
and the third stage has a fixed gain. The whole AGC amplifier is integrated with a 
CDR and DMUX on a single chip. 

Distributed Amplifier. Figure 6.47 shows a simplified schematic of the bipolar 
distributed amplifier reported in [ 101. This single-ended amplifier has a bandwidth 
of 74 GHz and is implemented in a 160-GHz InP-HBT technology. 

50.Q 

k E  (OV) 

I1 

Fig. 6.47 BJT/HBT implementation of a distributed amplifier based on [lo]. 

Each of the four sections of the distributed amplifier is structured as a cascode 
circuit with Ql and Q2. The cascode technique lowers the input capacitance of each 
section by suppressing the (section dependent) Miller capacitance of Ql . Further- 
more, it lowers the output conductance of each section, thus reducing the losses in 
the output transmission line. The emitter-degeneration resistor of Q 1 increases the 
input resistance of each section, thus reducing the losses in the input transmission 
line. Furthermore, the resistor improves the linearity and lowers the input capaci- 
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tance. The input transmission line is formed by the transmission-line segments Z T S ~ ,  
and the output transmission line is formed by the transmission-line segments 2 ~ ~ 2 ,  

which are all realized as coplanar waveguides. The transmission-line segments Z ~ s 3  
provide a small amount of peaking. An RF choke (RFC) can be used to shunt the 
back-termination resistor of the output transmission line, thus eliminating the DC 
voltage drop across this resistor. 

The circuit in Fig 6.47 also can be used as a TIA. In this case, the photodetector 
is connected directly to the input V I  . As in a low-impedance front-end, the detector 
current is converted first to a voltage by means of the 5042 input impedance, then 
this voltage is amplified by the distributed amplifier. 

6.4.3 CMOS Technology 

Low-Voltage VGA Stage. Figure 6.48 shows the schematic of the CMOS VGA 
stage reported in [187]. This stage is part of a four-stage AGC amplifier, which has 
a bandwidth of 2 GHz and is implemented in a 0.15-wm, 2-V CMOS technology. 

v VAGC 

"ON 

v, 

VOP 

Fig- 6.48 CMOS implementation of a VGA stage based on [187]. 

The stage consists of the n-MOS differential pair M I  and Mi and the p-MOS load 
transistors M2 and M i .  Note that the p-MOS loads operate in the linear regime. The 
gain is controlled with the p-MOS transistor M3, which presents a variable differential 
load resistance. 

In [187], the first three stages of the AGC amplifier have a fixed gain and are 
implemented as shown in Fig. 6.48, but without the FET M3. The last stage has a 
variable gain and is implemented as shown in Fig. 6.48. This AGC amplifier is part 
of a single-chip receiver, which includes a TIA, a CDR, and a DMUX. 

VGA Stage with Replica Biasing. Figure 6.49 shows a simplified schematic of the 
CMOS VGA stage reported in [47]. This stage is used in a six-stage VGA amplifier 
for a 48O-Mb/s application and is implemented in a 1.2-pm. 5-V CMOS technology. 

The gain of this stage is controlled by the variable p-MOS load transistors M2 

and M;,  which both operate in the linear regime. The replica biasing circuit, on 
the right-hand side, generates the gate voltage such that the (large-signal) drain- 
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Fig. 6.49 CMOS implementation of a VGA stage based on [47] 

source resistance of the replica M i  and the loads M2 and M i  all become equal to 
( VDD - VAGC)/ZO. Thus, a well-controlled (temperature- and process-independent) 
variable load resistance is created. A potential drawback of varying the single-ended 
load resistance (as opposed to the differential load resistance, as in Fig. 6.48) is that 
the common-mode output voltage varies with the gain; in fact, in Fig. 6.49, we have 
VOCM = VAGC. 

In [47], eight such VGA amplifiers are used to implement a parallel receiver. The 
receiver chip also performs the CDR and 1 :8 DMUX functions. 

Gain Stage with TIA Load. Figure 6.50 shows a simplified schematic of the 
MOS gain stage reported in [31]. This circuit is used for all stages in a five-stage 
LA, which has a bandwidth of 9.4GH.z and is implemented in a 0.18-pm, 1.8-V 
CMOS technology. 

fig. 6.50 CMOS implementation of a gain stage with active-feedback TIA loads based 
on [31]. 

The differential pair MI  and Mi is loaded by the TIA consisting of M2, M;, M3, 

and M i .  The TIA load is a differential implementation of the active-feedback TIA 
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shown in Fig. 5.19. The differential pair M2 and Mi provides the voltage gain and 
FETs MF and M I ,  constitute the active feedback. Neglecting the effects of the load 
resistors and the FET's output conductances, the transimpedance of this TIA is l/&F. 
The active-feedback TIA load and the bandwidth extension that can be achieved with 
it was discussed in Section 6.3.2. 

In [3 11, the bandwidth of this stage is enhanced further by applying shunt peaking 
and negative Miller capacitances. The LA chip also contains an input matching 
network with a T-coil and an offset cancellation circuit. 

Gain Stage with Active Inductors. Figure 6.51 shows the schematic of the MOS 
gain stage reported in [156]. This circuit is used for the last three stages of a four- 
stage LA, which has a bandwidth of 3 GHz and is implemented in a 0 .25-~m, 2.5-V 
CMOS technology. 

Charge Pump L- ( 2 3 )  

Fig. 6.57 CMOS implementation of a gain stage with active-inductor loads based on [156]. 

The differential pair M1 and M i  is loaded by the active inductors consisting of 
transistors M2 and Mi and resistors R and R'. The active inductor and the bandwidth 
extension that can be achieved with inductive loads was discussed in Section 6.3.2. 
To alleviate headroom problems in this low-voltage design, the bias voltage VBl J is 
set to one n-MOS threshold voltage above VDD. As shown in Fig. 6.51, this bias 
voltage easily can be generated on chip with a charge pump: a ring oscillator drives a 
capacitor-diode charge pump (Cl , C2, Dl , and D2), producing a voltage above VDD. 
This voltage is clamped to the desired value by M3. Oscillator ripples are filtered out 
with the low-pass network R3, Cz. A welcome side effect of using active-inductor 
loads is that the low-frequency gain of the stage is set primarily by the transistor 
geometry A = ,/-, which is insensitive to process, temperature, and supply 
voltage variations. 

In [ 1561, the active-inductor stages are combined with inverse scaling and buffering 
to boost the bandwidth of the LA further. 
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Common-Gate Stage with Offset Control. Figure 6.52 shows a simplified 
schematic of the common-gate CMOS stage reported in [156]. This circuit, en- 
hanced with active-inductor loads, is used as the input stage of the four-stage LA 
mentioned above. 

vOSN VOSP 
? ? 

VOP 

v, 

‘ON 

v, 

.5V) 

Fig. 6.52 CMOS implementation of a common-gate input stage based on [156]. 

The common-gate n-MOS transistors M I  and Mi provide a low-impedance input, 
which can be made equal to 50 st with the appropriate choice of transistor dimensions 
and bias currents (constant-g, biasing). Apart from providing the input termination, 
the common-gate input transistors also provide an effective electrostatic discharge 
(ESD) protection. Standard ESD networks are not suitable for high-speed inputs 
because they limit the signal bandwidth too much. It therefore is advantageous to 
build the input stage such that the parasitic MOS diodes act as the ESD protection: 
in Fig. 6.52, there are three parasitic diodes at each input, two to ground and one to 
VDD. Finally, the input stage also features the p-MOS differential pair M2 and M;, 
which permits to control the offset voltage with Vosp - V O ~ N .  A feedback circuit, 
as shown in Fig. 6.29, can be used to cancel the offset voltage automatically. 

6.5 PRODUCT EXAMPLES 

Tables 6.1 and 6.2 summarize the main parameters of some commercially available 
LA and AGC amplifiers. The numbers have been taken from data sheets of the manu- 
facturer that were available at the time of writing. For up-to-date product information, 
please contact the manufacturer directly. For single-ended amplifiers, the gain value, 
tabulated under A ,  is followed by “(s).” For differential amplifiers, the dcperentiul 
gain value is given followed by “(d).” The input overload voltage, LJ:;!, as well as 
the maximum input voltage for linear operation, L(:, are specified as peak-to-peak 
values. The noise-figure values, tabulated under F ,  are measured single endedly, that 
is, the source noise is that of a single 5042 resistor (cf. Section 6.2.3). 
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We note that all listed 2.5- and 10-Gb/s parts have a differential topology. The two 
single-ended 40-Gb/s parts are implemented as distributed amplifiers. Comparing 
parts for different bit rates, we find that, in general, higher-speed parts consume quite a 
bit more power. The reader may wonder about the difference between the two similar 
Nortel parts: the AC03 requires a 5.2-V power supply, whereas the AClO runs from 
the lower 3.3-V supply, which also explains the difference in power dissipation. 

6.6 RESEARCH DIRECTIONS 

The research effort focusing on MAS can be divided roughly into two categories: 
higher speed and lower cost. In the following, we briefly touch on these activities. 

Higher Speed. It was pointed out in Section 5.5 that many research groups are now 
aiming at the 40-Gb/s speed and beyond. To this end, fast MAS, with a bandwidth of 
40 GHz and more, must be designed. Usually, heterostructure devices, such as HBTs 
and HFETs, based on compound materials, such as SiGe, GaAs, and InP, are used to 
reach this goal (cf. Appendix D). 

The following papers on high-speed MAS were published recently: 

0 In SiGe-HBT technology, a 31-GHz and a 32.7-GHz AGC amplifier as well 
as a 4O-Gb/s and a 49-GHz LA have been reported in [87], [114], [150], and 
[86], respectively. 

0 In GaAs-HFET technology, a 18-GHz AGC amplifier as well as a 27.7-GHz 
and a 29.3-GHz LA have been reported in [78], [78], and [77], respectively. 

0 In GaAs-HBT technology, a 26-GHz VGA has been reported in [153]. 

0 In InP-HBT technology, a 30-GHz LA and a 74-GHz distributed amplifier have 
been reported in [96] and [ 101, respectively. 

It can be seen that, in terms of speed, the LAs have an advantage over the more 
complex AGC amplifiers. 

Lower Cost. Another area of research is focusing on the design of high- 
performance MAS in low-cost, mainstream technologies. For the reasons already 
given in Section 5.5, digital CMOS is of particular interest. 

For example, a SONET-compliant 10-Gb/s LA has been implemented in a low-cost 
“modular BiCMOS” technology [70]. A 2.4-Gb/s, 0.15-pm CMOS AGC amplifier 
has been reported in [ 1871, and a SONET-compliant 2.5-Gb/s, 0.25-pm CMOS LA 
has been demonstrated in [156]. 10-Gb/s, 0.18-pm CMOS LAs have been reported 
in [ 1281 and [31]. The promise of a CMOS main amplifier is that it can be integrated 
with the CDR, DMUX, and the digital frame processing on single CMOS chip to 
provide a cost-effective and compact low-power receiver solution. 
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6.7 SUMMARY 

Two types of main amplifiers (MA) can be distinguished: 

0 The limiting amplifier (LA), which generally is faster, dissipates less power, 
and is easier to design. However, its strong nonlinearity for large input signals 
restricts its field of application. 

.0 The automatic gain control (AGC) amplifier, which is linear over a wide range 
of input amplitudes and thus is suitable for receivers with an equalizer, decision- 
point steering, a soft-decision decoder, and so forth. However, its more complex 
design generally results in a lower bandwidth and higher power dissipation. 

The main specifications of the MA are as follows: 

0 The voltage gain, which must be large enough to provide enough voltage swing 
for the subsequent clock and data recovery (CDR) circuit. 

0 The bandwidth, which must be large enough to prevent the MA from introduc- 
ing a noticeable amount of intersymbol interference (ISI). 

0 The group-delay variation, which must be kept small to minimize jitter and 
other signal distortions. 

0 The noise figure, which must be low enough to avoid a noticeable degradation 
of the receiver sensitivity. 

0 The MA sensitivity, which must be much smaller than the minimum input 
signal into the MA to avoid a noticeable degradation of the receiver sensitivity. 

0 The input overload voltage, which must be large enough to avoid harmful 
pulse-width distortion and jitter for the maximum input signal into the MA. 

0 The input offset voltage, which must be much smaller than the minimum input 
signal into the MA to avoid a harmful slice-level error (especially in LAs). 

0 The low-frequency.cutoff, which must be low enough to avoid a noticeable 
baseline wander. This is particularly important if signals with long runs of 
zeros and ones (i.e., scrambled data signals) are used. 

0 The AM-to-PM conversion, which must be low enough to limit the generation 
of jitter in the presence of spurious amplitude modulation. 

Virtually all MAS are structured as multistage amplifiers because this topology 
permits the realization of very high gain-bandwidth products (>>fr). Furthermore, 
broadband techniques such as series feedback, emitter peaking, cascoding, tran- 
simpedance load (with shunt feedbaclk or active feedback), negative Miller capac- 
itance, buffering, scaling, inductive load (e.g., shunt peaking), inductive interstage 
network, and distributed amplifier are applied to the gain stages to improve their 
bandwidth and to shape their rolloff characteristics. 
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Most MAS include an offset compensation circuit to reduce the random offset 
voltage below a critical value. Some MAS also permit the introduction of a controlled 
amount of offset to adjust the slice level. This feature is useful to optimize the bit- 
error rate (BER) performance in the presence of unequal noise distributions for zeros 
and ones. AGC amplifiers consist of a variable-gain amplifier (VGA), an amplitude 
detector, and a feedback loop that controls the gain such that the output amplitude 
remains constant. Some MAS feature a loss-of-signal detector to detect faults such 
as a cut fiber. Burst-mode amplifiers have special provisions, such as fast decision 
threshold control, to deal with a bursty signal of varying amplitude and no DC balance. 

MAS have been implemented in a wide variety of technologies including metal- 
semiconductor FET (MESFET), heterostructure FET (HFET), BJT, heterojunction 
bipolar transistor (HBT), BiCMOS, and CMOS. The Cherry-Hooper architecture, 
which combines series-feedback and shunt-feedback stages, often is chosen for BJT 
and HBT implementations. 

Currently, researchers are working on 40-Gb/s MAS and beyond, as well as MAS 
in low-cost technoIogies such as CMOS. 

6.8 PROBLEMS 

6.1 Power Penalty. What is the optical sensitivity of a receiver that consists of a 
photodetector with the responsivity R, a TIA with the input-referred rms noise 
current iT+,A and the transimpedance RT,  an MA with the gain A, and a DEC 
with the sensitivity VDTA? 

6.2 Noise Figure. (a) Write the noise-figure expression “total output noise power” 
divided by “fraction of the output noise power due to the thermal noise of the 
source resistance” in mathematical form. Show that this expression is identical 
to “input SNR’ divided by “output SNR,” where the input SNR is based on 
the thermal noise of the source resistance only. In both cases, take the noise 
power in the frequency band from f l  to f2 .  (b) Show that for f 2  - f l  + 0, 
the noise figure expression from Problem 6.2(a) becomes the spot noise figure 
in Eq. (6.14). (c) Show that for f 1  = 0, f 2  -+ 00, the noise figure expression 
from Problem 6.2(a) becomes the wideband noise figure in Eq. (6.15). 

6.3 AC-Coupling Capacitor. An amplifier with the output resistance Ro = 50 !2 is 
AC coupled with capacitor C to another amplifier with the same input resistance 
Ro = 50 52. (a) What is the low-frequency cutoff, f L F ,  caused by the capacitor 
C? (b) What is the power penalty caused by a finite capacitor C? (c) How 
large should the capacitor C be made for a 2.5-Gb/s and 10-Gb/s system? 

6.4 Bandwidth Shrinkage and GBW Extension. (a) Calculate the 3-dB band- 
width of a cascade of n identical second-order Butterworth stages. Normalize 
this bandwidth to that of a single stage to obtain the bandwidth shrinkage 
as a function of n .  (b) Given a desired gain, Atot, and bandwidth, B w o t ,  
for the n-stage amplifier above, calculate the GBW necessary for each stage 
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(a) (b) 

Fig. 6.53 Circuits for Problems 6.7 and 6.8: (a) stage with series feedback and (b) regu- 
lated cascode. 

6.5 

6.6 

6.7 

6.8 

(GBWs). How large is the ratio of the GBW for the total amplifier to the 
GBW per stage? (c) Derive the number of stages, nOpt, that maximizes the 
gain-bandwidth extension. 

Miller Effect. A capacitor C is connected between an input terminal with 
voltage 211 and a node with the voltage A . vI. (a) Assuming A is frequency 
independent, calculate the effective input capacitance, CI . (b) Assuming A 
has the frequency dependence A(s )  = Ao/(  1 + sT), calculate the input admit- 
tance, Y ( s ) .  

fT Doubler. It has been suggested that a simple differential pair is an f~ doubler 
because its differential input capacitance is &/2 (neglecting cbc ) ,  whereas 
its differential transconductance, g, = A(ic.p - ~ c , N ) / A ( v B E , P  - V B E , N ) ,  is 
the same as that of a single transistor. What is wrong with this argument? 

Series Feedback. (a) Calculate the voltage transfer function, A(s )  = V,/ V, , 
for the MOSFET stage with series feedback shown in Fig. 6.53(a). Use a 
simplified FET model with CXd = gmb = go = R, = 0; assume CJh is 
included in Cs and c& is included in CL.  Derive expressions for the poles 
and zeros of A(s ) .  (b) What vallue for CS results in a single-pole response? 
(c) Calculate the input admittance, Y ( s ) ,  for the above circuit assuming the 
same simplified FET model. Derive expressions for the poles and zeros of 
Y ( s ) .  (d) What are the conditions for a purely capacitive input? 

Regulated Cascode. (a) Calculate the input admittance, Y I  (s), of the MOS- 
FET regulated-cascode circuit shown in Fig. 6.53(b). Use a simplified (DC) 
FET model with all capacitances set to zero and gmb = 0; also assume that 
the feedback amplifier has the frequency-independent gain A F .  Simplify the 
resulting expression for RD << I / g ,  and ( 1  A F  I + 1) . g, /go >> 1. (b) Cal- 
culate the output admittance, YO (s), of the regulated-cascode circuit using the 
same FET and amplifier models as before. Simplify the resulting expression 
for (IAFI + 1 )  . g m / g ,  >> 1 and (IAFI + 1) . gmRS >> 1. (c) Discuss the 
advantage of the regulated cascode over the simple cascode. (d) How do these 
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Fig. 6.54 Circuits for Problems 6.9 and 6.10: (a) common-source stage, (b) stage with TIA 
load, and (c )  split stage. 

results change if the FET is replaced by a bipolar transistor? Compared with 
the FET, the bipolar transistor has a nonzero base-emitter conductance equal 
to g m / B .  

6.9 Shunt-Feedback TIA Load. (a) Calculate the bandwidth BW of the simple 
MOSFET common-source stage shown in Fig. 6.54(a), assuming R, = go = 0 
and a total capacitance at the output node equal to CL. (b) Calculate the 
bandwidth BW' of the MOSFET stage with shunt-feedback TIA load shown 
in Fig. 6.54(b), assuming the same characteristics for the MOSFET, the same 
total capacitance CL at the drain of the MOSFET, the same overall stage gain as 
before, a single-pole feedback amplifier with gain A F  and bandwidth BWF, and 
a Butterworth response for the overall stage. Hint: use the result in Eq. (5.19) 
for the shunt-feedback TIA load. (c) What is the relationship between BW and 
BW'? Assume that the gain-bandwidth product of the simple common-source 
stage and the feedback amplifier in the TIA load are the same. 

6.10 Stage Splitting. (a) Calculate the bandwidth BW' of the MOSFET amplifier 
with two identical stages shown in Fig. 6.54(c), assuming the same character- 
istics for the MOSFET, the same load capacitance C L ,  the same overall stage 
gain as in Problem 6.9(a). (b) What is the bandwidth extension, BW'/BW, as a 
result of splitting the simple common-source stage of Problem 6.9(a) in two? 

6.11 Active-Feedback TIA Load. Show that the bandwidth extension given in 
Eq. (6.55) also holds for a gain stage with active-feedback TIA load. Hint: use 
the results from Problem 5.13 for the active-feedback TIA load. 

6.12 Negative Capacitance. (a) Calculate the differential admittance Y (s) = 1 /2 . 
(I,) -Z,,)/(V,,- V,) oftheMOSFETNIC withcapacitor C showninFip. 6.55(a) 
(cf. Appendix B.2 for the definition of the differential admittance). Use a 
simplified FET model with Csh = Cdh = C,, = gmh = g,, = R, = 0 and 
assume ideal current sources. (b) What is the maximum frequency for which 
Y (s) represents a negative capacitance and how large is this capacitance? 
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ipv& 

P e RD 

Fig. 6.55 Circuits for Problems 6.12, 6.13, and 6.14: (a) negative capacitance, (b) source 
follower, and (c) common-source buffer. 

6.13 Source Follower and Capacitance-Transformation Ratio. (a) Calculate the 
voltage transfer function A(s )  for the MOSFET source follower shown in 
Fig. 6.55(b). Use a simplified PET model with R, = 0; assume Csb is in- 
cluded in CL. The current source is ideal. Derive expressions for the poles 
and zeros of A(s ) .  What is the bandwidth, BWB, of this buffer? (b) Calcu- 
late the input admittance Y (s) for the above circuit assuming the same FET 
and current-source model. Derive expressions for the poles and zeros of Y (s). 
What is the low-frequency input capacitance, C I ,  of this buffer? (c) Calculate 
thecapacitance-transformation  ratio^ = (CL -CLO)/(CI + C I ~ )  ofthis buffer, 
where CLO is the self-loading caLpacitance of the buffer, which includes Csb, 

and CI 1 is the wiring capacitance to the buffer input. Express K as a function 
of fT/BWB, where f~ = g,/[2n(CgS + C,d)]. Evaluate this function for 
A ( 0 )  = 0.8, C,d = 0.3C,,, CLO = 1.7Cg,, and C I ~  = 0.2C,,. 

6.14 Common-Source Buffer and Capacitance-Transformation Ratio. (a) Cal- 
culate the voltage transfer function A ( s )  for the MOSFET common-source 
buffer shown in Fig. 6.55(c). Use a simplified FET model with R, = 0; as- 
sume Cdh is included in CL.  The resistor is ideal. Derive expressions for the 
poles and zeros of A ( s ) .  What is the bandwidth, BWB, of this buffer? (b) Cal- 
culate the input admittance Y (s) for the above circuit assuming the same FET 
and resistor model. Derive expressions for the poles and zeros of Y (s). What 
is the low-frequency input capacitance, C I ,  of this buffer? (c) Calculate the 
capacitance-transformation ratio K = (CL - CLO)/(CI + CI1) of this buffer, 
where CLO is the self-loading capacitance of the buffer, which includes c d h ,  

and CI 1 is the wiring capacitance to the buffer input. Express K as a function 
of fT /BWB,  where fT = g,/[2n(Cx, + C,d)]. Evaluate this function for 
A(0)  = -0.8, C,d = 0.3C,,, CLQ = O.6CRs, and c11 = 0.2c,,. 

6.15 Amplifier with Scaled Stages. A scalable first-order stage with scale param- 
eter ( has the input capacitance 6 . CIO,  output capacitance ( . COO, transcon- 
ductance . g,O, and load resistance Ro/C.  Its power dissipation is 6 . PO, 
and its input-referred mean-square noise voltage is u$/c ;  note that its gain, 

- 
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A s  = gmoRg, and unloaded bandwidth, BWs = 1/(2nRoCoo), are indepen- 
dent of the scale parameter t . A multistage amplifier with the input capacitance 
CI driving the load capacitance C L  < CI  is assembled from n such stages. 
(a) Assuming identically scaled stages, = 61 for i = 1 . . . n, what are the 
amplifier's bandwidth, power dissipation, and input-referred noise? (b) As- 
suming uniformly down-scaled stages, & + I  = 4, / K  for i = 1 . . . n - 1, what 
are the optimum scale factor K ,  the amplifier's bandwidth, power dissipation, 
and input-referred noise? (c) How do these two designs compare given the 
values n = 4, CI/CL = 16, CIo/Coo = 1.5, and gmoRo = 2.5? 

6.16 Shunt Peaking. (a) Calculate the voltage transfer function A(s )  for the MOS- 
FET stage with shunt peaking shown in Fig. 6.19(b). Use a simplified FET 
model with Cgd = go = R, = 0; assume c& is included in the load capaci- 
tance CL.  Derive expressions for the poles and zeros of A @ ) .  (b) A numerical 
analysis shows that peaking occurs when the poles are conjugate complex with 
Q > 0.644. For what peaking inductor value is the frequency response maxi- 
mally flat? 

6.17 Active Inductor. (a) Calculate the impedance Z(s) for the MOSFET active 
inductor shown in Fig. 6.22(b). Use a simplified FET model with Csh = R, = 0 
(Csh can be accounted for by CL in a shunt-peaking application). Derive 
expressions for the dominant pole and the zero of Z(s); assume that the poles 
are spaced far apart. (b) In which frequency range is Z(s) inductive? (c) What 
is the condition for the impedance to be inductive at any frequency? (d) What 
is the inductance value assuming the poles are far away from the zero? 

6.18 Bode Theorem. Bode's network theorem about physically realizable passive 
impedances in the finite frequency range 0 to B W can be written as [ 161 

n 2 In 'z(f)' d ( f / B W )  5 - . In 
o J1- ( f / B W ) 2  2 2n.BW.C,' 

Simplify this inequality for the case that l Z ( f ) l  = ZO for frequencies in the 
range 0 to BW. 

6.19 Offset Compensation. (a) Calculate the transfer function Atot(s) = V,/ V,  of 
the MA with the DDA-type offset compensation circuit shown in Fig. 6.29. The 
MA inputs, VIP and V I N ,  are driven from the voltage source us through two series 
resistors Ro = 50 S2; the MA core and the error amplifier have the frequency 
independent gains A and A 1,  respectively; and the offset compensation input of 
the DDA has the reduced gain .$A. Derive expressions for the poles and zeros 
of Atot(s). (b) What is the LF-cutoff frequency for C + 00 and C1 + co? 
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Optical Transmitters 

Having completed our discussion of the optical receiver, we now turn to the trans- 
mitter. We start with a brief discussion of the transmitter specifications. Then, we 
focus on the devices used for the electrical-to-optical conversion, namely, the laser 
and the modulator. Their characteristics are important for the driver design as well 
as the transmission system design. 

Types of Modulation. Figure 7.1 illustrates two alternative ways to generate a 
modulated optical signal. In Fig. 7.1 (a), the laser is turned on and off by modulating its 
current; this method is known as direct modulation. In Fig. 7.l(b), the laser is on at all 
times, a so-called continuous wave (CW) laser, and the light beam is modulated with a 
kind of optoelectronic shutter, a so-called modulator; this method is known as external 
modulation. Direct modulation has the advantages of simplicity, compactness, and 
cost effectiveness, whereas external modulation can produce higher-quality optical 
pulses, permitting extended reach and higher bit rates. 

Direct as well as external modulation can be used to produce non-return-to-zero 
( N U )  or return-to-zero (RZ) modulated optical signals. However, to produce very 
high-speed RZ-modulated signals, a cascade of two optical modulators, known as a 
tandem modulator, frequently is used. In this arrangement, the first optical modulator 
modulates the light from the CW laser with an NRZ signal and the second modulator, 
which is driven by a clock signal, coniverts the NRZ signal to an RZ signal in the 
optical domain. 

233 
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Fig. 7.1 Optical transmitters: (a) direct modulation vs. (b) external modulation. 

7.1 TRANSMllTER SPECIFICATIONS 

In the following, we look at two important specifications of the optical transmitter: 
(i) the spectral linewidth and (ii) the extinction ratio. The values that can be achieved 
for these parameters depends on whether direct or external modulation is used. 

Spectral Linewidth. For a perfectly monochromatic light source followed by a per- 
fect intensity modulator, the optical spectrum of the modulated output signal looks 
like that of an amplitude-modulated (AM) transmitter: a carrier and two sidebands 
corresponding to the spectrum of the baseband signal. In the case of an NRZ modu- 
lation, the spectrum looks as shown in Fig. 7.l(b). The 3-dB bandwidth of one NRZ 
sideband is about half the bit rate, B / 2 ,  and thus the full bandwidth, which covers both 
sidebands, is about equal to the bit rate.’ If we convert this bandwidth or frequency 
linewidth to the commonly used wavelength linewidth, we get 

where h is the wavelength and c is the speed of light in vacuum (c = 3 .  lo8 m/s). For 
example, at 10 Gb/s, the frequency linewidth is about I0 GHz, corresponding to a 
wavelength linewidth of 0.08nm for A = 1.55 pm. In practice, it is difficult to build a 
transmitter with a linewidth as narrow as this; only some types of external modulators 
can come close to this ideal. Optical pulses that do have this narrow spectrum are 
known as transform limited pulses. 

For most transmitters, the modulation process not only changes the light’s am- 
plitude but also its phase or frequency. This unwanted frequency modulation (FM) 
is called chirp and causes the spectral linewidth to broaden as shown in Fig. 7.l(a). 
The directly modulated laser is a good example for a transmitter with a significant 

‘The full bandwidth measured null-to-null is 2B. 
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amount of chirp. Mathematically, the effect of chirp on the transmitter linewidth can 
be approximated by 

h.2 
Ah x -d-' ( Y ~  + 1 . B ,  

17 
(7.2) 

where (Y is known as the chirp parameter or linewidth enhancement factor [44, 731. 
With the typical value (Y x 4 for a directly modulated laser [a], the linewidth of 
a 10-Gb/s transmitter broadens to about 41 GHz or 0.33 nm. External modulators 
also exhibit a small amount of chirp, but virtually all types of modulators can provide 
la I i 1 and some achieve la! I < 0.1, thus approaching the transform limited case [a]. 

So far, we assumed that the unmodulated source is perfectly monochromatic (zero 
linewidth), or at least that the unmodulated linewidth is much smaller than those given 
in Eqs. (7.1) and (7.2). Single-longitudinal mode (SLM) lasers, which we discuss in 
Section 7.2, can provide such a source. However, many sources have a much larger 
linewidth. For example, a Fabry-Perol: laser has a typical unmodulated linewidth of 
about 3 nm, a light-emitting diode (LED) has an even wider linewidth in the range of 
50 to 60 nm. For such wide-linewidth >iowces, the spectrum of the modulation signal 
and the chirp mostly are irrelevant, and the transmitter linewidth is simply given by 

Ah Ahs, (7.3) 

where Ahs is the linewidth of the unmodulated source. 
We know from Chapter 2 that optical pulses with a wide linewidth tend to spread 

out quickly in a dispersive medium such as a single-mode fiber (SMF) operated at a 
wavelength of 1.55 pm. The power penalty due to this pulse spreading is known as 
the dispersion penalty. Data sheets of lasers and modulators frequently specify this 
dispersion penalty for a given amount of fiber dispersion. For example, a 2.5-Gb/s, 
1.55-pm laser may have a dispersion penalty of 1 dB given a fiber dispersion of 
2,00Ops/nm. We know from Section 2.2 that a fiber dispersion of 2,00Ops/nm 
corresponds to about 120km of SMF. With Eqs. (2.6) and (2.8), we further can 
estimate that the linewidth of this laser transmitter must be around 0.1 nm. 

We analyze the impact of direct and external modulation on the maximum bit 
rate and transmission distance in Section 7.4. But as a rough guide, we can say that 
telecommunication systems at 10 Gb/s and more generally use external modulation, 
2.5-Gb/s systems use direct or externla1 modulation depending on the fiber length, 
and systems less than 2.5 Gb/s generally use direct modulation. Short-reach data 
communication links operating at the 1.3-pm wavelength, where dispersion in an 
SMF is small, use direct modulation even at 10Gb/s. 

The narrow linewidth obtained with external modulation not only reduces the 
dispersion penalty, but also permits a closer channel spacing in a dense wavelength 
division multiplexing (DWDM) system. To avoid crosstalk, the channels must be 
spaced further apart than the linewidth of each channel. Current DWDM systems 
have a channel spacing of 200 or 100 GHz with a trend toward 50 GHz. 

Extinction Ratio. Optical transmitters, no matter if directly or externally modu- 
lated. do not shut off completely when a zero is transmitted. This undesired effect is 
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quantified by the extinction ratio (ER), which is defined as follows2: 

p1 ER=--,  
PO 

(7.4) 

where PO is the optical power emitted for a zero and P1 the power for a one. Thus, an 
ideal transmitter would have an infinite ER. The ER usually is expressed in dBs using 
the conversion rule 10 log ER. Typically, ERs for directly modulated lasers range 
from 9 to 14 dB, whereas ERs for externally modulated lasers can exceed 15 dB [29]. 
SONETKDH transmitters typically are required to have an ER in the range of 8.2 to 
10 dB, depending on the application. 

It doesn't come as a surprise that a finite ER causes a power penalty. Figure 7.2(a) 
and (b) illustrates how decreasing the ER reduces the optical signal swing, P1 - 
PO, even if the average power = ( P I  + P0)/2 is kept constant. To restore the 
original signal swing, we have to increase the average transmitted power, as shown 
in Fig. 7.2(c). The power penalty PP due to a finite 
derived as [5] 

ER+ 1 
PP= - 

ER-  1 '  

extinction ratio can easily be 

(7.5) 

For example, an extinction ratio of l O d B  (ER = 10) causes a power penalty of 
0.87dB (PP = 1.22). 

Fjg, 7.2 Eye diagram (a) with infinite ER, (b) with ER = 5,  and (c) with ER = 5 and 
increased average power (1.5 x ) to restore the original signal swing. 

In deriving Eq. (7.5), it was assumed that the ER does not affect the amount of noise 
at the receiver. This is the case for unamplified p-i-n receivers; however, in systems 
with an avalanche photodetector (APD) or optical amplifiers, the noise increases when 
the ER is reduced: (i) the nonzero value of PO adds noise on the zeros and (ii) the 
increase in power to compensate for the finite ER adds noise on the zeros and ones, 
necessitating an even larger power increase to compensate for this noise. As a result 

*In the literature, ER sometimes is defined as PI /Po and sometimes a.. P ( ) / P l .  in this book, we follow 
[ 1881 and use the former definition, which results in an ER that is larger than one. 
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of these two mechanisms, the power penalty becomes larger than given in Eq. (7.5). 
If we take the extreme case where the: receiver noise is dominated by the detector 
(or optical amplifier) noise such that the electrical noise power is proportional to the 
received signal current, we find [29] that 

a R i - 1  ERi -1  .- PP = 
f i R - 1  ER-1’  

(7.6) 

For example, an extinction ratio of 10 clB (ER = 10) causes a power penalty of up to 
3.72dB (PP = 2.35) in an amplified lightwave systems. [+ Problem 7.11 

In regulatory standards, the receiver sensitivity usually is specified for the worst- 
case extinction ratio. Therefore, the corresponding power penalty must be deducted 
from the sensitivity based on ER + 00, as given for example by Eq. (4.21). Typically, 
2.2 dB (for ER = 6 dB) must be deducted in short-haul applications, and 0.87 dB (for 
ER = IOdB) must be deducted in long-haul applications [37]. 

Instead of specifying the average transmitter power, the optical modulation am- 
plitude (OMA), which is defined as PJ - PO and measured in dBm, can be used to 
measure the transmitter power. The OMA measure is used, for example, in 10-GbE 
systems. If the transmitter power and the receiver sensitivity are specified in terms of 
OMA rather than average power, a finite extinction ratio causes much less of a power 
penalty (no power penalty in the case of constant noise). 

7.2 LASERS 

In telecommunication systems, the Fabry-Peror (FP) laser and the distributed- 
feedback (DFB) laser are the most commonly used lasers. In data communication 
systems, such as Gigabit Ethernet, the FP laser and the vertical-cavity suqace-emitting 
laser (VCSEL) are preferred because of their lower cost. In low-speed data communi- 
cation (up to about 200 Mb/s) and consumer electronics, light-emitting diodes (LEDs) 
also find application as an optical source. The FP laser, DFB laser, and VCSEL are 
so-called semiconductor lasers or laseiv diodes, whereas the LED is not a laser. Fig- 
ures 7.3 and 7.4 show photos of a cooled and uncooled DFB laser, respectively. 

In the following, we give a brief description of the FP laser, DFB laser, VCSEL, 
and LED. Then, we summarize the main characteristics of these light sources. More 
information on lasers and their properties can be found in [ S ,  73, 183, 1841. 

fabry-Perot Laser. The FP laser consists of an optical gain medium located in a 
cavity formed by two reflecting facets, as shown in Fig. 7.5(a). In a semiconductor 
laser, the gain medium is formed by i3 forward biased p-n junction, which injects 
carriers (electrons and holes) into a thin active region. These carriers “pump” the 
active region such that an incoming photon can stimulate the recombination of an 
electron-hole pair to produce a second identical photon. Thus, stimulated emission 
provides optical gain if the bandgap energy, that is, the energy released by the electron- 
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Fig. 7.3 Cooled 2.S-Gb/s DFB laser in a 14-pin butterfly package with single-mode fiber 
pigtail (2.1 cm x 1.3 cm x 0.9 cm). The pins provide access to the laser diode, monitor pho- 
todiode, thermoelectric cooler, and temperature sensor. Reprinted by permission from Agere 
Systems, Inc. 

Fig. 7.4 
(1.3 cm x 0.7 cm x 0.5 cm). Reprinted by permission from Agere Systems, Inc. 

Uncooled 2.S-Gb/s DFB laser in an 8-pin package with single-mode fiber pigtail 
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Fig. 7.5 Edge-emitting lasers (schematically): (a) Fabry-Perot laser vs. (b) distributed- 
feedback laser. The light propagates in the direction of the arrow. 

hole pairs, matches the energy of the photons to be amplified.3 In Fig. 7.5, the 
active region is a layer of InGaAsP, which can be lattice matched to the surrounding 
InP layers and the substrate. Interestingly, the bandgap of the InxGa~-,As,,P~ -,, 
compound can be controlled by the mixing ratios x and y to provide optical gain 
anywhere in the 1.0- to 1.6-pm range. Thus, 1.3-pm as well as 1.5-pm lasers can 
be based on an InGaAsP active layer. ‘The surrounding p- and n-doped regions are 
made from InP, which has a wider bandgap than the active InGaAsP material, helping 
to confine the carriers to the active region. Short-wavelength lasers, operating at the 
0.85-pm wavelength, typically use GaAs for the active layer and the wider bandgap 
AlGaAs material for the p- and n-doped regions (AlGaAs is lattice matched to the 
GaAs layer and substrate). In practical lasers, the active region usually is structured 
as a multiple quantum well (MQW), resulting in better performance than the simple 
structure shown in Fig. 7.5. [-+ Probleim 7.21 

The separation of the two facets, the cavity length, determines the wavelengths at 
which the laser can operate. If the cavity contains a whole number of wavelengths 
and the net optical gain is larger than one, lasing occurs. Because the facets in an FP 
laser are many wavelengths apart (about 300 pm), there are multiple modes satisfying 
these conditions. FP lasers therefore belong to the class of multiple-longitudinal mode 
(MLM) lasers. As a result, the spectrum of the emitted laser light has multiple peaks, 
as shown on the right-hand side of Fig. 7.S(a). The corresponding spectral linewidth 
is quite large, typically around Ahs = 3 nm. FP lasers therefore are used primarily 
at the 1.3-pm wavelength where dispersion in an SMF is low. 

Most FP lasers are operated as uncooled lasers, which means that their temperature 
is not controlled and can go up to around 85°C. This mode of operation simplifies 
the transmitter design and keeps its cost low, but has the drawbacks of varying laser 
characteristics and reduced laser reliability. 

”Laser is an acronym for “Light Amplification b y  Stimulated Emission of Radiation.” The gain medium 
also can be used without the facets and then is known as a semiconductor opricul amplifier (SOA), rather 
than a laser. 

TEAM LinG



240 OPTICAL TRANSMITTERS 

Distributed-Feedback Laser. The DFB laser consists of a gain medium, similar 
to that in an FP laser, with a built-in grating, which acts as a reflector, as shown in 
Fig. 7.5(b). The grating can, for example, be implemented by etching a corrugation 
near the active layer. In contrast to the facets of the FP laser, the grating provides 
distributed feedback and selects only one wavelength for amplification as shown on 
the right-hand side of Fig. 7.5(b). For this reason, DFB lasers belong to the class 
of single-longitudinal mode (SLM) lasers. The emitted spectrum of an unmodulated 
DFB laser has a very narrow linewidth, typically Ahs < 0.001nm (<100MHz). 
When the laser is directly modulated, the linewidth broadens because of the AM 
sidebands and chirp, as discussed in Section 7.1. 

The distributed Bragg reflector (DBR) laser is similar to the DFB laser in the sense 
that it also operates in a single longitudinal mode, producing a narrow linewidth. In 
terms of structure, it looks more like an FP laser, however, with the facets replaced 
by wavelength-selective Bragg mirrors (gratings). 

DFBDBR lasers are suitable for direct modulation as well as for CW sources fol- 
lowed by an external modulator. Because of their narrow linewidth, they are ideal for 
WDM and DWDM systems. Unfortunately, the wavelength emitted by a semicon- 
ductor laser is slightly temperature dependent, for example, a variation of 0.1 nm/"C 
is typical for a DFB laser. Given a DWDM system with a 0.8-nm wavelength spacing 
( 1  00-GHz grid), the laser temperature must be controlled precisely. Therefore, many 
DFBDBR lasers are operated as cooled lasers. Such lasers are mounted on top of a 
thermoelectric cooZer (TEC), which is controlled by a feedback loop and a thermistor 
to stabilize the temperature. 

Vertical-Cavity Surface-Emitting Laser. The VCSEL emits the light perpendic- 
ular to the wafer surface rather than at the edges of the chip (parallel to the wafer 
surface), as the FP or DFBDBR lasers do. The VCSEL consists of a gain medium 
located in a very short vertical cavity (about 1 pm) with Bragg mirrors at the bottom 
and the top as shown in Fig. 7.6(a). The Bragg mirrors are formed by many layers of 
alternating high and low refractive-index material. Because of the short cavity length, 
the longitudinal modes are spaced far apart and just one of them has a net optical gain 
larger than one, thus the VCSEL also belongs to the class of SLM laser. However, 
depending on the horizontal size, VCSELs have multiple transverse modes, causing 
a wider spectral linewidth than the DFBDBR lasers, typically Ahs x 1 nm. Also, 
VCSELs typically are less powerful than DFBDBR lasers. 

The advantage of VCSELs over edge-emitting lasers is that they can be fabricated, 
tested, and packaged more easily and at a lower cost. However, the very short length 
of the gain medium requires mirrors with a very high reflectivity to make the net gain 
larger than one. Currently, VCSELs are commercially available at short wavelengths 
(0.85-j~m band) where fiber loss is appreciably high. Long-wavelength VCSELs are 
under development. The application of short-wavelength VCSELs mostly is in data 
communication systems using multimode fiber (MMF). 

Light-Emitting Diode. The LED operates on the principle of spontaneous emission 
rather than stimulated emission. and therefore is not a laser. The LED consists of a 
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Fig. 7.6 
vs. (b) light-emitting diode. The light propagates in the direction of the arrow(s). 

Surface-emitting sources (schematically): (a) vertical-cavity surface-emitting laser 

forward biased p-n junction without any mirrors or gratings, as shown in Fig. 7.6(b). 
The electron-hole pairs injected into the active region recombine spontaneously, emit- 
ting photons with an energy that corresponds to the bandgap energy. As a result, the 
light is emitted in all directions and it is difficult to couple much of it into a fiber. 
For example, an LED may couple 10 /IW optical power into a fiber, whereas a laser 
easily can produce 1 mW. Furthermore, because there is no mechanism to select a 
single wavelength, the spectral linewidth is very wide, typically Aks = SO to 60 nm. 
The modulation speed of an LED is limited by the carrier lifetime to a few hundred 
Mb/s, whereas a fast laser can be modulated in excess of 10 Gb/s. 

On the plus side, LEDs are very low in cost, they are more reliable than lasers, and 
they are easier to drive because they lack the temperature-dependent threshold current 
typical for lasers. Their application mostly is in short-reach data communication 
systems using MMF. 

I N  Characteristics. From an electrical point of view, the semiconductor laser is 
just a forward-biased diode. The relationship between the laser current, ZL, and the 
forward-voltage drop, VL,  is described by the so-called IN curve. Figure 7.7(a) 
shows an I/V curve that is typical for an edge-emitting InGaAsP laser. For such a 
laser, the small-signal resistance is normally in the range of 3 to 8 S2, whereas the 
forward-voltage drop varies from 0.7 to 2.2 V, depending on the current, temperature, 
age, and bandgap of the semiconductor materials used. The IN curve of a VCSEL 
exhibits a larger small-signal resistance, often in the neighborhood of SO S2. 

Fig. 7.7 (a) Typical I/V curve of an edge-emitting InGaAsP laser and (b) the corresponding 
large-signal AC model for a lO-Gb/s part. 
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A simple large-signal AC model for the semiconductor laser is shown in Fig. 7.7(b); 
the values shown are typical for a 10-Gb/s, edge-emitting InGaAsP laser. At low cur- 
rents, the diode determines the forward-voltage drop and the small-signal resistance 
( V T / I L ) .  At high currents, the contact resistance (6 !2 in Fig. 7.7(b)) adds a significant 
amount of voltage drop and dominates the overall small-signal resistance. It thus is 
the contact resistance that determines the slope of the W curve at normal operating 
currents. The capacitor (2pF in Fig. 7.7(b)) models the junction and diffusion capac- 
itance of the forward-biased p-n junction and typically is fairly large, especially when 
compared with the capacitance of a corresponding photodiode. Compared with edge- 
emitting lasers, the much smaller VCSELs tend to have a larger contact resistance and 
a smaller junction capacitance. To model a packaged laser, additional elements, such 
as the bond-wire inductance, must be added to the equivalent circuit in Fig. 7.7(b). 

Some packaged lasers contain a series resistor (e.g., 19 Q or 44 Q) to match the 
6-Q laser resistance to that of the transmission line (e.g., 25 Q or SO Q) that connects 
the laser to its driver. If such a series resistor is used, an RF choke (RFC) usually 
is included as well to bypass the matching resistor, that is, to apply the bias current 
directly to the laser. Packaged lasers usually designate one electrode as ground and 
the other one as RF input. Typically, edge-emitting lasers designate the anode as 
ground, whereas VCSELs designate the cathode as ground. 

UI Characteristics. The static relationship between the laser current, I L ,  and the 
light output, Pout, is described by the so-called UI curve. Figure 7.8 illustrates such 
an L/I curve schematically together with its dependence on temperature and age. 
Up to the so-called threshold current, I T H ,  the laser outputs only a small amount of 
incoherent light. In this regime, the net optical gain isn't large enough to sustain 
lasing, and thus only spontaneous emission is produced, as in an LED. Above the 
threshold current, the output power grows approximately linearly with the laser cur- 
rent, and the quantity a P0,,/alL is known as the slope eficiency. Typical values for 
an edge-emitting InGaAsP MQW laser are ITH = 10 mA and a slope efficiency of 
0.07 mW/mA. Thus for I L  = 25 mA (= lOmA + 15 mA), we obtain about 1 mW 
of optical output power. VCSELs are characterized by a lower threshold current 
(4 mA) and a better slope efficiency, and LEDs have zero threshold current and a 
much lower slope efficiency. 

Fig. 7.8 LII curves for a semiconductor laser. 

The slope efficiency is determined by the dzyerential quantum eficienq (DQE), 
which specifies how efficiently electrons are converted into photons. If every electron 
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produces a photon and they all are coupled into the fiber, the slope efficiency is hclhq, 
in analogy to the responsivity of a phlotodetector with 100% quantum efficiency 
(cf. Eq. (3.2)). At the wavelength h = 1.55 pm, this ideal slope efficiency is about 
0.8 mW/mA. In practice, however, not all electrons produce photons, some photons 
are radiated out of the back facet, and not all photons from the front facet couple 
into the fiber, resulting in an about ten-fold lower slope efficiency. Note that as in the 
case of the photodetector, the optical power is linearly related to the electrical current 
through the device, which means that we carefully have to distinguish between optical 
and electrical dBs. 

As indicated in Fig. 7.8, the laser characteristics, in particular ITH, are strongly 
temperature and age dependent. For example, a laser that nominally requires 25 mA 
to output 1 mW of optical power may require in excess of 50 mA at 85°C and near the 
end of life to output the same power. The temperature dependence of the threshold 
current is exponential and can be described by [S] 

where ZTHO is the (extrapolated) threshold current at 0 K and TO is a constant in the 
range of 50 to 70 K for InGaAsP lasers. The temperature dependence of the laser’s 
slope efficiency is less dramatic, a 30% 10 40% reduction when heating the laser from 
25°C to 85°C is typical. 

Because of the strong temperature and age dependence of the laser’s L/I curve, 
communication lasers usually have a built-in monitor photodiode to measure the 
optical output power at the back facet of the laser. The current from this photodiode 
closely tracks the optical power coupled into the fiber with little dependence on 
temperature and age; a tracking error of f10% is typical. A feedback mechanism 
that compares the current from the monitor photodiode with a reference current and 
controls the laser current accordingly can be used to implement a so-called automatic 
power control (AFT). More on this subject in Section 8.2.6. 

For analog applications, such as CATVMFC systems, the linearity of the L/I curve 
is another important laser parameter, besides the slope efficiency and the threshold 
current. A deviation from the linear characteristics causes harmonic and intermod- 
ulation distortions in the analog signal. In the case of a TV signal, these distortions 
degrade the picture quality. Typically, the laser linearity is specified by the com- 
posite second order (CSO) and composite triple beat (CTB) distortion parameters 
(cf. Section 4.8) measured at a certain laser current and modulation index. 

Dynamic Behavior. The dynamic relationship between the laser current and the 
light output is quitecomplex. It is fully described by the so-called laser rate equations, 
two coupled, nonlinear, differential equations relating the carrier density and photon 
density in the laser cavity [5, 831. It IS beyond the scope of this book to discuss 
these equations. Instead, we just want LO give a verbal description of what happens 
in response to a laser-current pulse ramping up from zero and, after one or more bit 
periods, returning back to zero, as shown in Fig. 7.9(a). 
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I 
Turn-On Delay & Jitter 

Fig. 7.9 Turn-on delay, jitter, and relaxation oscillations in a directly modulated laser: 
(a) without bias and (b) with bias. 

At first, the carrier density in the gain medium is zero. After the current turn- 
on, the carrier density builds up until the critical point is reached where the net 
optical gain becomes unity. Only after this so-called turn-on delay (TOD) does the 
laser begin to produce coherent light. Actually, in addition to the unity gain, some 
random spontaneous emission aligned with the cavity is needed as well to “ignite” 
a sustained stimulated emission, and therefore a random turn-on delay jitter appears 
on the rising edge of the optical pulse. As soon as lasing sets in, stimulated emission 
causes many camers to recombine, thus producing more photons and optical power. 
However, the high rate of recombination leads to a reduction in the camer density and 
thus a lower optical gain. Because of this back-and-forth between elevated carrier and 
photon densities, a damped oscillation, called relaxation oscillation, can be observed. 
Finally, when the laser is turned off, the photon density decays rapidly, following an 
exponential law, because the remaining carriers recombine quickly as a result of 
stimulated emission. 

It is possible to transform the laser rate equations into an equivalent electrical 
circuit in which the carrier and photon densities both are represented by voltages. 
Such a circuit then can be combined with the large-signal AC circuit in Fig. 7.7(b), 
permitting the simulation of the optical laser output signal with a circuit simulator 
such as SPICE [90, 1891. 

The dynamic behavior of an LED is much simpler than that of a laser because 
the carrier density only affects the photon density but not vice versa. Remember, 
the photons in an LED are produce by spontaneous recombination of carriers rather 
than stimulated, photon-induced recombination. As a result, the electrical-to-optical 
transfer function of an LED can be well approximated by a first-order low-pass func- 
tion (no relaxation oscillations) and the LED’S modulation response is much slower 
than that of a laser. 

Turn-On Delay and Extinction Ratio. From this brief description of the laser 
dynamics, we can now understand that adverse effects such as turn-on delay, turn-on 
delay jitter, and overshoot can be ameliorated by always keeping the laser current 
above zero, even when the laser is turned off. Figure 7.9(b) shows a laser-current 
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pulse where this minimum current, known as bias current, is set to IB. If we bias 
the laser close to the threshold current, the carrier density is already built up and the 
net optical gain is close to unity, yet the photon density is still low. With just a little 
bit more current, the laser turns on quickly. A simple equation describes the TOD as 
follows [183]: 

where tc is the carrier lifetime, which typically is around 3 ns, I B  is the off-current 
or bias current, and I L . ~ ~  is the on-current. For a zero bias current, IB = 0, and the 
typical numbers I L . ~ ~  = 25 mA and ITH = 10 mA, we obtain a TOD of about 1.5 ns. 
However, if the laser is biased at I B  = ITH = 10 mA, the TOD goes to zero. Note that 
lasers with a low threshold current have a small turn-on delay, even if they are operated 
without bias current. In practical transmitters, the laser is almost always biased near 
I T H ,  except in some low-speed applications (155 Mb/s and below) where it is possible 
to predistort the electrical signal to compensate for the TOD (cf. Section 8.3.3). 

Biasing not only helps to improve the TOD but also reduces the turn-on delay jitter, 
the amplitude of the relaxation oscillations, and the optical chirp. However, there also 
is an important downside to biasing the laser near the threshold current: it lowers the 
extinction ratio. Even if the laser is not lasing at I B  < ITH,  it still produces a small 
amount of incoherent light, PO, as indicated in Fig. 7.9(b). In high-speed transmitters, 
the laser often is biased a little bit above ITH to improve its speed, however, at the 
expense of the ER. Typical ER values for high-speed semiconductor lasers are in the 
range of 9 to 14dB [29]. 

Modulation Bandwidth. The laser's modulation bandwidth determines the maxi- 
mum bit rate for which the laser can be used. This bandwidth is closely related to the 
frequency of the relaxation oscillations and thus depends on the interplay between 
the camer and photon densities as described by the rate equations. The small-signal 
modulation bandwidth for IB > ITH can be derived from the rate equations and is 
proportional to [5] 

BW- ,/-. (7.9) 

Thus, the more the laser is biased above the threshold current, the faster it becomes. 
For this reason, the laser in high-speed transmitters is biased as much above the 
threshold current as possible while still meeting the ER specification. 

In contrast, the LED's modulation bandwidth mostly is determined by the camer 
lifetime, r,, and can be expressed as BW = f i / ( 2 n s c )  [5]. Thus, the LED's speed 
does not depend strongly on the bias current. 

Chirp. In Section 7.1, we introduced the chirp parameter a ,  which describes the 
transmitter's spurious frequency moduiation (FM). More precisely, the a parameter 
relates the optical frequency excursion, A f ,  to the change in optical output power, 
Pout, as follows [73]: 

(7.10) 
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This relationship holds for direct as well as external modulation. With a positive 
value for a, as is the case for directly modulated lasers, the frequency shifts slightly 
toward the blue when the output power is rising (leading edge) and toward the red 
when the power is falling (trailing edge). Directly modulated lasers produce chirp 
(a # 0) because the injected current not only modulates the optical gain and thus the 
output power, but also the refractive index of the gain medium and thus the optical 
frequency. [-+ Problem 7.31 

From Eq. (7.10) we can see that slowing the rise and fall times of the laser-current 
pulses, and thus lowering the rate of change of Pout, helps to reduce the amount of 
chirp [ 1691. We further can conclude that large relaxation oscillations, causing a large 
rate of change of Pout, exacerbate the chirping problem. 

Noise. The stimulated emission of photons in the laser produces a coherent elec- 
tromagnetic field. However, occasional spontaneous emissions add amplitude and 
phase noise to this coherent field. The results are a broadening of the (unmodulated) 
spectral linewidth and fluctuations in the intensity. The latter effect is known as rel- 
ative intensity noise (RIN). A p-i-n photodetector receiving laser light that contains 
intensity noise produces a corresponding electrical RIN noise, in,RIN, in addition to 
the fundamental (quantum) shot noise? For a given laser, the electrical FUN-noise 
power, i:,RIN, is approximately proportional to the received signal power, I j I N ,  [83]: 

- 

- 
i:%RIN = RIN . 1jN . BW,, (7.11) 

where RIN is a parameter characterizing the laser RIN noise measured in dB/Hz. This 
means that the CW signal-to-noise ratio (SNR) at the receiver due to RIN noise is 
fixed at I&,,/i:,RIN = l/(RIN. BW,) and cannot be improved by increasing the laser 

power. Note that this situation is very different from that of the detector noise, i:.pD, 
which was proportional to I ~ D  as opposed to I;D. For example, given a laser with 
RIN = - 135 dB/Hz, the SNR due to RIN noise is 35 dB in a 10-GHz bandwidth, 
regardless of power. For the reception of a digital NRZ signal, this is more than enough 
and RIN noise often can be neglected in the analysis of digital transmission systems. 
However, in analog transmission systems, RIN noise is critical. For example, a 
CATVRIFC system using AM-VSB modulation typically is limited by RIN noise 
(cf. Section 5.2.12). 

The effect of FUN noise on a digital transmission system can be quantified, as 
usual, with a power penalty. The RIN noise adds to the noise at the receiver, which 
means that we need to transmit more power to achieve the same bit-error rate (BER) 
as without RIN noise. The power penalty due to FUN noise is [5] 

- 
- 

1 
PP = 

I - Q .  RIN . BW,; 
(7.12) 

4Sorne authors include the shot noise as part of the RIN noise (e.g. [6]).  but here we keep them separate. 
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With the example values l/(RIN. BW,) = 35dB and BER = (Q = 7.035), 
the power penalty is only 0.068 dB (PP = 1.016). However, if the SNR due to RIN 
noise approaches Q2 = 49.5 (16.9dE), the power penalty becomes infinite. This 
can be explained as follows: we know from Eq. (4.13) that to receive an NRZ signal 
with much more noise on the ones than the zeros (as is the case for RIN noise), we 
need an SNR of at least 112 ‘ Q2. The SNR due to RIN noise of the unmodulated 
(CW) optical signal is l/(RZN . BW,)i, as given by Eq. (7.11). NRZ modulation 
reduces the signal power by a factor four and the noise power by a factor two, so the 
SNR due to RIN noise of the modulated signal becomes 1/(2 . RIN . BW,). Because 
the transmitted SNR must be higher than the required SNR at the receiver, we need 
l/(RIN. BW,) > Q2, in accordance with Eq. (7.12). [-+ Problem 7.41 

In MLM lasers, such as FP lasers, as well as SLM lasers with an insufficient 
mode-suppression ratio (<20 dB), another type of noise called mode-partition noise 
(MPN) also is of concern. This noise is caused by power fluctuations among the 
various modes (mode competition) and is harmless by itself because the total intensity 
remains constant. However, chromatic dispersion in the fiber can desynchronize the 
mode fluctuations and turn them into additional RIN noise. Furthermore, a weak 
optical reflection of the emitted light back into the laser can create additional modes, 
further enhancing the RIN noise. These RIN-noise enhancing effects may be strong 
enough to reduce the received SNR below the critical value of 112. Q2. This situation 
manifests itself in a bit-error rate floor, that is, a minimum BER that cannot be reduced, 
regardless of the transmitted power [5].  

Reliability The mean-time to failure (MTTF) of a typical semiconductor laser is 
between 1 and 10 years, if continuously operated at 70°C. When cooled down to 
room temperature, its lifetime extends by about a factor 1 Ox, to between 10 and 100 
years [ 1741. In comparison, LEDs are rnuch more reliable and have an MTTF of 100 
to 1,000 years when operated at 70°C. 

These laserreliability numbers may not look so great, but they are much better than 
those of the early lasers. The first “continuous-wave’’ semiconductor laser that could 
operate at room temperature was demonstrated by researchers at the Zoffe Physical 
Institute in Leningrad in 1970. However, the lifetime of these GaAs lasers was 
measured in seconds; not very much of a continuous wave indeed! It took about seven 
years of tedious work until AT&TBell Laboratories could announce a semiconductor 
laser with a 100-year (million hour) lifetime [43]. 

7.3 MODULATORS 

Two types of optical modulators commlonly are used in communication systems: the 
electroabsorption modulator (EAM) and the Mach-Zehnder modulator (MZM). The 
EAM is small and can be integrated with the laser on the same substrate, whereas the 
MZM is much larger but features superior chirp and ER characteristics. An EAM 
combined with a CW laser source is known as an electroabsorption modulated laser 
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(EML). See Figs. 7.10 and 7.1 1 for photos of a packaged EML module and an MZ 
modulator, respectively. 

In the following, we give a brief description of the two modulators and summarize 
their main characteristics. More information on modulators and their properties can 
be found in [ 1 ,  3,4,44,73]. 

Electroabsorption Modulator. An EML consist of a CW DFB laser followed by 
an EAM, as shown in Fig. 7.12. Both devices can be integrated monolithically on 
the same InP substrate, leading to a compact design and low coupling losses between 
the two devices. The EAM consists of an active semiconductor region sandwiched 
in between a p- and n-doped layer, forming a p-n junction. The EAM works on the 
principle known as Franz-Keldysh effect, according to which the effective bandgap of 
a semiconductor decreases with increasing electric field. Without bias voltage across 
the p-n junction, the bandgap of the active region is just wide enough to be transparent 
at the wavelength of the laser light. However, when a sufficiently large reverse bias is 
applied across the p-n junction, the effective bandgap is reduced to the point where the 
active region begins to absorb the laser light and thus becomes opaque. In practical 
EAMs, the active region usually is structured as an MQW, providing a stronger field- 
dependent absorption effect (known as the quantum-conJined Stark effect) than the 
simple structure shown in Fig. 7.12. 

The relationship between the optical output power, Pout, and the applied reverse 
voltage, V M ,  of an EAM is described by the so-called switching curve. Figure 7.13(a) 
illustrates such a curve together with the achievable ER for a given switching voltage, 
VSW. The voltage for switching the modulator from the on state to the off state, the 
switching voltage Vsw, typically is in the range of 1.5 to 4 V, and the dynamic ER 
usually is in the range of 11 to 13 dB [29,73]. Because the electric field in the active 
region not only modulates the absorption characteristics, but also the refractive index, 
the EAM produces some chirp. However, this chirp usually is much less than that of 
a directly modulated laser with the chirp parameter, (a/, typically being smaller than 
one. A small on-state (bias) voltage around 0 to 1 V often is applied to minimize the 
modulator chirp [3, 731. 

From an electrical point of view, the EAM is just a reverse-biased diode. Thus, 
when the CW laser is off, the EAM impedance mostly is capacitive. For a 10-Gb/s 
modulator, the equivalent capacitor is about 0.1 to 0.15 pF, as shown in Fig. 7.13(b). 
When the CW laser is on, however, the photons absorbed in the EAM generate a 
photocurrent, pretty much like in a p-i-n photodetector. This current is a function of 
how much light is absorbed in the EAM, which in turn is a function of the modulation 
voltage, V M .  Thus, the photocurrent can be described by an equivalent voltage- 
controlled current source, I ( V M ) ,  as shown in Fig. 7.1 3@). As a result of this current 
source, the capacitive load appears shunted by a nonlinear resistance, which has a 
high value when the EAM is completely turned on or off, but assumes a low value 
during the transition 176, 1371. 

Packaged EAMs often contain a 5042 parallel resistor to match the modulator 
impedance to that of the transmission line that connects the EAM to its driver (dashed 
resistor in Fig. 7.13(b)). Nevertheless, it is difficult to achieve good matching over 
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Fig. 7.10 A lO-Gb/s EML module containing a DFB laser and an electroabsorption modu- 
lator, with a GPO connector for the RF signal, 7-pin connector for power supply and control, 
and a single-mode pigtail (2.6 cm x 1.4 cm x 0.9 cm). Reprinted by permission from Agere 
Systems, Inc. 

Fig. 7.11 A 4O-Gb/s Lithium-Niobate Mach-Zehnder modulator with dual-drive inputs (V- 
type connectors), DC bias electrodes (pinls), and two polarization-maintaining fiber (PMF) 
pigtails (12 cm x 1.5 cm x 1 .O cm). Reprinted by permission from Agere Systems, Inc. 
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Fig. 7.72 Integrated laser and electroabsorption modulator (schematically). 
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Fig. 7.73 (a) Switching curve and (b) electrical equivalent circuit of an electroabsorp- 
tion modulator. 

all voltage and frequency conditions. At low frequencies, the nonlinear resistance 
degrades the matching, whereas at high frequencies, the shunt capacitance does the 
same thing. The accuracy of the matching usually is specified by the S11 parameter 
(cf. Appendix C). 

Mach-Zehnder Modulator. Figure 7.14 (left) shows the top view of an MZ mod- 
ulator. The incoming optical signal is split equally and is sent down two different 
optical paths. After a few centimeters, the two paths recombine, causing the optical 
waves to interfere with each other. Such an arrangement is known as an interjerome- 
ter. If the phase shift between the two waves is O", then the interference is construetive 
and the light intensity at the output is high (on state); if the phase shift is 1 80°, then 
the interference is destructive and the light intensity is zero (off state). The phase 
shift, and thus the output intensity, is controlled by changing the delay through one 
or both of the optical paths by means of the electrooptic effect. This effect occurs 
in some materials such as lithium niobate (LiNbOs), some semiconductors, as well 
as some polymers and causes the refractive index to change in the presence of an 
electric field. Figure 7.14 (right) shows a cut view through an MZ modulator based 
on lithium niobate. Two RF waveguides in the form of coplanar transmission lines 
produce electrical fields, which penetrate into the two optical waveguides below. The 
latter are made from titanium (Ti) diffused into the lithium niobate substrate. Such a 
modulator also is known as a lithium-niobate modulator. [-+ Problem 7.51 

The modulator shown in Fig. 7.14 is a so-called dual-drive MZM, because both 
light paths are controlled by two separate RF waveguides. Dual-drive MZMs, which 
have two input ports (also known as arms), can be driven in a push-pull fashion, 
which results in essentially zero optical chirp (more on this later). Another type of 
MZM controls both light paths with a single RF waveguide and thus is known as a 
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Top view: Cut A-A: 
L =  3 - 4 crn 
4 w RF waveguides - In fi-4 2 m + s i 0 2  LiNbO, 

Optical waveguides A' 

Fig- 7.74 Dual-drive Mach-Zehnder mo(du1ator based on LiNb03 (schematically). 

single-drive MZM. The latter modulator requires only a single input signal, but in 
general is not chirp free. 

Figure 7.15(a) shows the switching curve of an MZM, that is, the optical output 
power, Pout, as a function of the input voltage, V M ,  applied to the RF waveguide. 
(In the case of a dual-drive MZM, VIM represents the differential voltage between 
the two input ports.) Note that in contrast to the switching curve of the EAM, this 
curve is periodic rather than monotonic. The switching curve of an ideal MZM can 
be described by 

(7.13) 

where V, is the switching voltage. For VM = 0, 2V,, 4V,, and so forth, the output 
power is maximum (constructive interference) and for VM = V ,  , 3 V,, 5 V, , and 
so forth, the output power is zero (de;structive interference). Unfortunately, in real 
MZMs, delay mismatch between the two optical paths causes the switching curve 
to be shifted horizontally from its ideal position given by Eq. (7.13). Even worse, 
the horizontal shift is temperature and age dependent, causing the switching curve 
to drift. For this reason, MZMs typically require a bias controller that produces a 
bias voltage to compensate for this drift. The bias voltage can be added to the RF 
signal with a bias T; alternatively, some MZMs provide separate electrodes for the 
bias voltage besides the RF signal input [ 11. 

fig. 7.75 (a) Switching curve and (b) electrical equivalent circuit of a Mach- 
Zehnder modulator. 

The switching voltage, V,, typically is in the range of 4 to 6 V. A dual-drive 
MZM can be switched by applying $- V, / 2  and - V, / 2  to its two input ports, and 
thus requires a lower voltage swing per port than a single-drive MZM. The switching 
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voltage of an MZM is inversely proportional to the length of the optical paths, L,  that 
is, the product V, L is a constant. For example, given the typical value of 14 Vcm for 
this product [44], a modulator that is 14 cm long could be switched with a voltage of 
just 1 V. But such a long modulator would be very slow because the speed of an MZM 
depends inversely on its length L and the speed mismatch between the electrical and 
optical waves. For this reason, high-speed modulators are short and require a high 
switching voltage, making the driver design a formidable challenge. 

From an electrical point of view, the MZM is just a transmission line (or, in the case 
of the dual-drive MZM, two transmission lines). The transmission line impedance 
typically is around 50 a, permitting the use of standard connectors and cables. The 
back-end of the transmission line usually is AC terminated within the package, as 
shown in Fig. 7.15(b). 

The dynamic ER of a MZM is in the range of 15 to 17 dB and the chirp parameter 
can be made as low as < 0.1 [44]. In fact, with a dual-drive MZM, the chirp 
parameter can be controlled with the driving voltages. Assuming that the modulator 
is biased at the midpoint of the switching curve and that the two inputs ports are driven 
by synchronized signals having the same waveform shape, the chirp parameter turns 
out to be [4,44] 

4% +e2 
$1) - $1' f f =  

M I  M 2  

(7.14) 

where and GP2 are the (signed) voltage swings at the first and second input port, 
respectively. We can see that if the two input ports are driven in a push-pull fashion, 
2' - -gP2, the chirp theoretically becomes zero. Furthermore, by choosing 

small negative chirp, such as a = -0.5, causes optical pulses in a dispersive medium 
with D > 0 initially to compress, rather than expand,s leading to an extended reach. 
Finally, if both input ports are driven by the same signal, el = $L2, theoptical output 
signal is purely phase modulated with the intensity remaining constant (a -+ 00). 

The capability of a dual-drive MZM to modulate the intensity as well as the phase 
makes it a very versatile device. One interesting use is the generation of a so-called 
optical duobinary signal. This signal has three levels: (i) light on with no phase shift, 
(ii) light off, and (iii) light on with 180" phase shift. This duobinary signal has the 
welcome property that its spectral linewidth is half that of a two-level NRZ signal, thus 
lowering the dispersion penalty. Yet, with proper precoding at the transmitter side, it 
can be received with a standard two-level intensity detector [206]. Other advanced 
modulation formats such as chirped return-to-zero (CRZ), carrier-suppressed return- 
to-zero (CS-RZ), and return-to-zero differential phase-shifi keying (RZ-DPSK) also 
can be generated with MZ modulators [64]. [+ Problem 7.61 

The drawbacks of MZMs, besides the drift problem, the high switching voltage, 
and the bulky dimensions (see Fig. 7.1 l), are their rather high optical insertion loss 
(4-7 dB) and their sensitivity to the polarization of the optical signal. 

u M l  w -  4 -G2, v the chirp parameter of a dual-drive MZM can be made negative. A 

5This effect is not described by our approximate Eqs. (2.6) and (7.2) and a more sophisticated theory is 
needed (e.g., see [51). 
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7.4 LIMITS IN OPTICAL COMMUNICATION SYSTEMS 

The following material is not required for the subsequent chapter on laser and mod- 
ulator driver design, but it is helpful for the understanding of optical transmission 
systems. By combining the transmitter linewidth equations of this chapter with the 
fiber properties discussed in Chapter 2 and the receiver sensitivity data of Chapter 5, 
we can now quantify all major limits in an optical communication system: (i) the lim- 
its due to chromatic dispersion, (ii) the limits due to polarization-mode dispersion, 
and (iii) the limits due to fiber attenuation. 

Chromatic Dispersion Limits. For a transmitter that produces clean transform- 
limited pulses, for example, a DFB laser followed by a dual-drive MZM, we can 
approximate the maximum, dispersion-limited transmission distance by combining 
the spectral linewidth of Eq. (7.1) with the chromatic pulse-spreading expression of 
Eq. (2.6) and the spreading limit of Eq. (2.8) [46]: 

(7.15) 

However, because Eq. (2.6) is not precisely valid for transmitters with a narrow- 
linewidth source, such as a DFB laser, the above expression is only an approximation. 
A more precise analysis reveals that the attainable distances are longer than those given 
by Eq. (7.15), but the dependences on L) and B remain the same. A useful engineering 
rule states that to keep the dispersion penalty below 1 dB, we have to limit the distance 
to [73] 

17 ps/(nm . km) 6,000 (Gb/s)2 
km. (7.16) 

For example, given an externally modulated 1.55-pm source without chirp transmit- 
ting over an SMF, we find from this rule that a 2.5-Gb/s system is limited to a span 
length of about 960km and a lO-Gb/s system to about 6 O l ~ n . ~  Note that the maxi- 
mum transmission distance diminishes rapidly with increasing bit rates, following a 
1 / B2 law. This is so because the linewidth of a transform-limited transmitter increases 
with B (Eq. (7.1)), producing proportionally more pulse spreading (Eq. (2.6)), while 
at the same time the permitted amount of spreading decreases with B (Eq. (2.8)). 
So we are faced with two problems when going to higher bit rates and hence the 
1 / B 2  dependence. 

For a transmitter with a narrow-linewidth source that produces a significant amount 
of chirp, such as a directly modulated DFB laser, the dispersion-limited transmission 
distance can be approximated by combining Eq. (7.2) with Eqs. (2.6) and (2.8). 

ID1 B 2  
L i  

62.S-Gb/s systems over more than 1.000krn and 10-Gb/s systems over more than 100 km can be realized 
if a dispersion penalty larger than 1 dB is tolerated, if a transmitter with prechirp optimization is used, 
or both. 
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Compared with Eq. (7.15), the maximum distance is reduced by d m :  

(7.17) 

Again, a more precise analysis finds a somewhat longer distance, but the dependences 
on a, D, and B remain the same. The following engineering rule is used often [73]: 

L < - .  km. (7.18) 

For example, given a directly modulated 1.55-ym DFB laser with a = 4 transmitting 
over an SMF, we find that a 2.S-Gb/s system is limited to a span length of about 
230km, and a lO-Gb/s system is limited to a span length of about 15 km. 

For a transmitter with a wide-linewidth source, such as an FP laser or an LED, the 
dispersion-limited transmission distance can be found by combining Eq. (7.3) with 
Eqs. (2.6) and (2.8) [46]: 

1 17 ps/(nm . km) 6,000 (Gb/sI2 
- d m -  ID1 B2 

(7.19) 

For example, given a 1.55-ym FP laser with a 3-nm linewidth transmitting over an 
SMF, we find that a 2.5-Gb/s system is limited to a span length of about 4 km and 
a lO-Gb/s system to about 1 km. Note that in Eq. (7.19), the transmission distance 
diminishes proportional to 1/B rather than to l / B 2 .  This is so because in this case, 
the transmitter linewidth is not affected by the bit rate. 

The numerical results of the examples are summarized in Table 7.1. The bit-rate 
dependence for all three examples (FP = Fabry-Perot laser with Ak = 3 nm, DFB = 
directly modulated DFB laser with a = 4, and EM = chirp-free external modulator) 
is plotted in Fig. 7.16. Note that all examples are based on a dispersion parameter of 
D = 17 ps/(nm . km) typical for a standard SMF operated at 1.55 pm. However, it 
is possible to reduce this value, and thus lengthen the transmission distances, by one 
of the following methods: (i) concatenate the SMF with a dispersion compensating 
fiber (DCF) to  lower the overall dispersion, (ii) use a dispersion-shifted fiber (DSF) 
or nonzero dispersion-shifted fiber (NZ-DSF) instead of the SMF, or (iii) operate the 
.system at the 1.3-ym wavelength where dispersion in an SMF is lowest (but loss 
is higher). 

Table 7.7 Maximum (unrepeatered) transmission distances over an SMF at 1.55 lLm for 
various transmitter types based on Eqs. (7.19), (7.18). and (7.16) with D = 17ps/(nm. km). 

Transmitter Type 2.5 Gb/s lOGb/s 

Fabry-Perot laser ( A h  = 3 nm) 4 km 1 km 
Distributed feedback laser (a = 4) 230 km 15 km 
External modulator (a = 0) 960 km 60 km 
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Fig. 7.16 Limits due to chromatic dispersion (FF', DFB, EM), polarization-mode dispersion 
(PMD, dashed), and attenuation (p-i-n, OA) in an SMFlink operated at the 1.55-pm wavelength. 

PMD Limit. 
mode dispersion (PMD), Eq. (2.4), with the spreading limit 
tion 2.2), we find the PMD-limited transmission distance as 

By combining the equa.tion for pulse spreading due to polarization- 
5 O.l/B (cf. Sec- 

(7.20) 

For example, given the parameter DPMD = 0.1 ps/& typical for new PMD op- 
timized fiber, we find that a 2.5-Gb/s system is limited to a span length of about 
160,000km and a 10-Gb/s system to about 10,OOOkm. These are huge spans ca- 
pable of connecting two continents! However, older, already-deployed fiber with 
DPMD = 2ps/& poses more serious limits: a 2.5-Gb/s system is limited to a 
span length of about 400km and a lO-Gb/s system to about 25 km. Note that these 
numbers are smaller than the dispersion-limited transmission distances for transform- 
limited pulses. 

The bit-rate dependence of the PMD limit, for both values of the PMD parameter, 
is plotted in Fig. 7.16 with dashed lines. 

Attenuation Limit. Given a transmitter launching the power FOut into the fiber and 
a receiver with the sensitivity Fsens, we easily can derive that fiber attenuation is 
limiting the transmission distance to [46] 

(7.21) 

where a is the fiber attenuation measured in dB/km. By expanding the log expression, 
we can rewrite this equation in the moire practical and intuitive form 

- 
(7.22) Pout[d~mI - Psens~dBmI L ( -  

a 
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For example, given a fiber attenuation of 0.25 dB/km, typical for an SMF operated 
at 1.55 pm, a launch power of 1 mW (OdBm), and a 10-Gb/s p-i-n detector with a 
sensitivity of -18.5 dBm, we find that the system is limited to a span length of 74 km. 
If we replace the p-i-n photodetector by an APD with the sensitivity of -27.0 dBm, 
this length increases to 108 km. Finally, for a receiver with an optically preamplified 
p-i-n detector that has a sensitivity of -36.0 dBm, the span length increases to 144 km. 

The bit-rate dependence of the attenuation limit for a p-i-n receiver (p-i-n) as well 
as an optically preamplified p-i-n receiver (OA) is plotted in Fig. 7.16 based on the 
sensitivity data from Fig. 5.13. Note that this limit vanes much slower with bit rate 
than the other limits, which can be explained by the log function in Eq. (7.21). The 
curves in Fig. 7.16 are bases on a fiber attenuation of a = 0.25 dB/km; however, 
with the use of optical in-line amplifiers, the effective value of a can be reduced 
substantially, thus permitting much longer distances. 

7.5 SUMMARY 

Two types of modulation are used in optical transmitters: 

0 Direct modulation, where the laser current is directly modulated by the signal. 

0 External modulation, where the laser is always on and a subsequent optical 
modulator is used to modulate the laser light with the electrical signal. 

In general, external modulation produces higher quality optical signals with a narrower 
spectral linewidth and a higher extinction ratio, but also is more costly and bulky than 
direct modulation. 

The following light sources commonly are used in optical transmitters: 

0 The Fabry-Perot (FP) laser, which is low in cost, but has a wide linewidth that 
severely limits the transmission distance in a dispersive fiber. 

0 The distributed-feedback (DFB) laser, which has a very narrow linewidth and 
thus is an excellent continuous-wave (CW) source for external modulators. 
Even when modulated directly, the DFB laser has a fairly narrow linewidth 
(compared with CW operation, it is broadened because of chirp and the spec- 
trum of the modulation signal) and is suitable for long-reach systems. 

0 The vertical-cavity surface-emitting laser (VCSEL), which is low in cost, 
mostly is used in data communication systems operating at short wavelengths. 

0 The light-emitting diode (LED), which is very low in cost but has a very wide 
linewidth, low output power, and small modulation bandwidth, mostly is used 
for low-speed, short-reach data communication. 

Electrically, all four sources are forward biased p-n junctions. 
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The following modulators commonly are used in optical transmitters: 

The electroabsorption modulator (EAM), which is small and can be driven 
with a reasonably small voltage swing. Electrically, it is a reverse-biased 
p-n junction. 

The Mach-Zehnder modulator (MZM), which generates the highest-quality 
optical pulses with a controlled amount of chirp and a high extinction ratio. 
Electrically, it is a (terminated) transmission line. 

The maximum transmission distance that can be achieved in an optical communi- 
cation system is determined by a combination of the chromatic dispersion limit, the 
polarization-mode dispersion (PMD) limit, and the attenuation limit. 

7.6 

7.1 

7.2 

7.3 

7.4 

7.5 

7.6 

PROBLEMS 

Power Penalty due to Finite Extinction Ratio. Derive the power penalty 
caused by a transmitter with a finite extinction ratio. (a) Assume the noise at 
the receiver is signal independeint. (b) Assume the rms noise current at the 
receiver is proportional to the square root of the signal current. 

Laser Materials. Photodetectors for both the 1.3- and 1.55-pm wavelengths 
can use the same InGaAs material for the absorption layer. Why do lasers for 
the 1.3- and 1.55-pm wavelengths require two different InGaAsP compounds 
for the active layer? 

Chirp Parameter. The chirp parameter a sometimes is defined as 

m / a t  
o(t)  := 2 P ( t ) .  - 

aP/at’ 
(7.23) 

where @ is the phase and P is the intensity of the electromagnetic field. Show 
how this definition relates to Eq. (7.10). 

Power Penalty due to RIN Noise. Derive the power penalty caused by the 
laser RIN noise in a transmission system with a p-i-n receiver. Assume a DC- 
balanced NRZ signal with high extinction and a signal-independent receiver 
noise, i;,amp, in addition to the RLTN noise. 

Power Conservation in a Mach-Zehnder Modulator. The MZM uses con- 
structive and destructive interference to modulate the laser light. In the case of 
destructive interference, light power goes into the modulator but no light power 
comes out of it. Where does the power go? 

Duobinary Modulation. An NFZ signal with bit rate B is processed (filtered) 
by adding a delayed copy of the signal to itself. The delay is one bit period 
or l / B .  (a) How many levels does the resulting signal have? (b) What is 
the transfer function H ( f )  of the “delay and add” function? (c) What is the 
spectrum of the resulting duobinary signal? 

- 
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8 
Laser and Modulator 

Drivers 

In this chapter, we focus on the laser driver and modulator driver. We start by 
introducing the main specifications of these drivers. Then, we discuss laser- and 
modulator-driver circuit concepts in a general and, as much as possible, technology- 
independent manner. Subsequently, we illustrate these concepts with practical im- 
plementations in a broad range of techmologies. We conclude with a brief overview 
of product examples and current research topics. 

8.1 DRIVER SPECIFICATIONS 

In the following, we discuss the main specifications of the digital (on-off keying) laser 
and modulator driver: the modulation and bias current range (for the laser driver), the 
output voltage range (for the laser driver), the modulation and bias voltage range (for 
the modulator driver), the power dissipation, the rise and fall times, the pulse-width 
distortion, the jitter generation, and the eye-diagram mask test. For a discussion of S 
parameters, see Appendix C. 

8.1.1 Modulation and Bias Current Range (Laser Drivers) 

The basic input and output signals of a laser driver are shown in Fig. 8.l(a). The 
differential data inputs (D) are driven .with the digital signal to be transmitted. Typi- 
cally, these inputs are 50-!2 terminated and accept a small differential voltage swing 
in the range 0.5 to 1.5 V. In the case of a clocked laser driver, clock inputs (CK) 
also are provided. The clock signal i!j used by the driver to retime the data signal, 
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resulting in a cleaner laser-current waveform. At the output, the laser driver supplies 
the modulated current ir.(t) to the laser. In addition to the inputs and output shown 
in Fig. 8.l(a), inputs for controlling the laser current levels, inputs for compensating 
pulse-width distortions, and a complementary output usually also are provided. 

V +  V +  

Fig. 8.7 
tor driver. 

Basic input and output signals of (a) a laser driver and (b) a single-ended modula- 

Definition. The bias current, I B ,  is the current supplied by the laser driver when 
transmitting a zero (laser off). The modulation current, I M ,  is the current added to 
the bias current when transmitting a one (laser on). Therefore, the laser current, i L ,  

swings between I B  and I S  + I M ,  as illustrated in Fig. 8.2. These definitions apply to 
the commonly used DC-coupled laser driver. However, if the driver is AC coupled to 
the laser, the bias current is defined as the average current into the laser and the laser 
current swings between I B  - 1 ~ 1 2  and I B  + 1.4412. Note that in either case, the laser 
current swing, if', equals I M .  

Fig- 8.2 Modulation and bias currents of a DC-coupled laser driver. 

The bias and modulation currents of a laser driver are controlled either directly 
with (analog or digital) trim pots, or by means of a feedback loop using the signal 
from the laser's monitor photodiode. Typically, the bias current is controlled by an 
automatic power control (APC) circuit using feedback from the monitor photodiode, 
whereas the modulation current is set directly with a trim pot. 

Typical Values. The modulation current range must be large enough to reach 
the maximum desired optical output power with a low-efficiency laser under high- 
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temperature and end-of-life conditions. A typical range seen in commercial 2.5- and 
lO-Gb/s drivers for uncooled lasers is 

ZM = 10.. .100mA. (8.1) 

Similarly, the bias current range must be large enough to cover the threshold current, 
ZTH, of a high-threshold laser under high-temperature and end-of-life conditions. A 
typical range seen in commercial 2.5- and lO-Gb/s drivers for uncooled lasers is 

ZB = a  ... ioomA. (8.2) 

8.1.2 Output Voltage Range (Laser Drivers) 

Although the laser driver's primary function is to generate the laser current, i ~ ,  its 
output voltage, u g ,  also must be considered (see Fig. 8.l(a)). The proper operation 
of the driver is guaranteed only if the output voltage stays in the permitted output 
voltage range, also called the compliance voltage. If the output voltage becomes too 
small, uo < U O . ~ ~ " ,  the laser driver typically produces large pulse-width distortions 
and jitter because its output transistors are pushed into saturation (BJT) or the linear 
regime (FET). Furthermore, the modulation and bias currents may drop below their 
programmed values. If the output voltage becomes too large, u g  ug.max, the output 
devices may break down. 

The output voltage range constrains the laser loads that can be driven. If the 
load causes a large voltage drop, the lower limit may be violated. Conversely, some 
AC coupling schemes use a pull-up inductor and require that the output voltage can 
swing above the supply voltage, which may conflict with the upper limit of the voltage 
range. We discuss the impact of DC- and AC-coupled lasers on the output voltage in 
Section 8.2.1. A laser driver that can operate at a small output voltage also has the 
advantage that the supply voltage for the load, and with it the power dissipation, can 
be kept small. 

Typical Values. 
to the negative supply voltage, typical1,y is in the range 

The minimum permissible output voltage of a laser driver, relative 

U O . ~ ~ ~  = 1.4.. .2.OV. (8.3) 

The maximum permissible output voltage usually is in the vicinity of the positive 
supply voltage. Some drivers allow for a higher voltage to permit a pull-up inductor 
to use in conjunction with an AC-coupled laser. 

8.1.3 Modulation and Bias Voltaige Range (Modulator Drivers) 

The basic input and output signals of a single-ended modulator driver are shown in 
Fig. 8.1 (b). Similar to the laser driver, we have the differential data inputs (D) and 
the optional clock inputs (CK) for retiming. At the output, the modulator driver 
generates the voltage u ~ ( t )  across the modulator. In addition to the inputs and 
output shown in Fig. 8.l(b), inputs for controlling the modulator voltage levels, inputs 
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for compensating pulse-width distortions, and a complementary output usually also 
are provided. 

Definition. The modulation voltage, VS ,  is the difference between the on- and off- 
state voltage supplied by the modulator driver. Note that this voltage equals the 
voltage swing across the modulator, VS = 2;. In the case of an electroabsorption 
modulator @AM) driver, the bias voltage or DC offset voltage, VB ,  is the voltage 
supplied by the driver during the on state. In the case of a Mach-Zehnder modulator 
(MZM) driver, the bias voltage, V B ,  is the average voltage (DC component) supplied 
by the driver. See Fig. 8.3 for an illustration of VS and VB in relationship to the 
switching curves of an EAM and an MZM. 

pout pout 

Fig. 8.3 Modulation and bias voltages of (a) an EAM and (b) an MZM driver. 

For an EAM, the voltage swing must be equal to or larger than the modulator's 
switching voltage, VSW, to obtain a sufficient extinction ratio (ER). The bias voltage 
usually is set to a small value around 0 to 1 V to optimize the chirp parameter a. 

For an MZM, the voltage swing must closely match the switching voltage, V, (or 
V, / 2  at each input port for a dual-drive MZM operated in push-pull mode). Because 
of the sinusoidal switching curve (see Fig. 8.3(b)), the extinction ratio degrades if 
the voltage swing is smaller or larger than V, ; these conditions are known as under- 
or overmodulation, respectively. However, a small amount of overmodulation some- 
times is used to improve the rise and fall times of the optical signal. In applications 
where the MZM modulates the optical phase (0' or 1 SO') in addition to the intensity 
(on or off), such as for optical duobinary modulation or return-to-zero differential 
phase-shift keying (RZ-DPSK), the desired voltage swing is twice the switching volt- 
age, 2V,. 

As shown in Fig. 8.3(b), the optimum bias voltage for the MZM (assuming on-off 
keying) is at the midpoint of the switching curve, also known as the quadraturepoint. 
Because of path mismatch and drift, this voltage is not known a priori, and the bias 
voltage range has to span at least one full period. 2V,. Note that if drift causes the 
quadrature point to go outside of this range, the bias voltage simply can be reduced 
by a multiple of 2V, because of the periodicity of the switching curve. Usually, an 
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automatic bias controller (ABC) is used to generate VB such that the modulator is 
biased at the quadrature point regardless of drift. 

Typical Values. Typical single-ended modulation voltage ranges seen in commer- 
cial 2.5- and lO-Gb/s modulator drivers are 

EAM driver: vs =0.2 ... 3 v ,  (8.4) 

MZM driver: Vs = 0.5. . .5  V. (8.5) 

Typical bias voltage ranges are 

EAM driver: VB = 0 . .  . 1 V, (8.6) 

MZM driver: VB = 0 . .  . IOV. (8.7) 

The required voltage swing often dictates the driver technology. For example, whereas 
a 3-V swing usually can be attained with a SiGe technology, a 5-V swing may neces- 
sitate a GaAs technology, which has a lhigher breakdown voltage. 

8.1.4 Power Dissipation 

The power dissipation of a laser or modulator driver is quite large when compared 
with other transceiver blocks, such as the transimpedance amplifier (TIA) or main 
amplifier (MA). As we have seen, the driver must deliver large current or voltage 
swings into a load resistance that typically is around 25 to 50 Q. Furthermore, the 
high switching speed necessary for Gb/s drivers also requires substantial currents in 
the predriver and the retiming flip-flop. 

A low power dissipation is desirable because it reduces the heat generation in the 
driver IC and the system. Excessive heating in the JC may require an expensive pack- 
age, and excessive heating in the system may degrade the laser performance or require 
a large power-consuming thermoelectric cooler to remove the heat. Furthermore, a 
low power dissipation also reduces the cost of the power supply and the back-up 
battery, if required. 

Definition. Because laser drivers usually have a programmable modulation and bias 
current and modulator drivers have a programmable modulation and bias voltage, it 
is important to specify the programmed values when quoting the power dissipation. 
Manufacturers usually quote the power dissipation for zero modulation and bias cur- 
rents (or voltages). In this case, the actual power dissipation when driving the laser 
(or modulator) is significantly larger than the quoted one because the presence of 
these currents causes additional power dissipation. 

It also is important to distinguish between the total power dissipation and the power 
dissipation in the driver IC alone. Usually, a significant fraction of the total power is 
dissipated in the laser (or modulator) and the associated matching resistor(s). 

Typical Values. The power dissipation of commercial 2.5- and 10-Gb/s laser (or 
modulator) drivers programmed for zero modulation and bias currents (or zero mod- 
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ulation and bias voltages) typically is in the range 

P = 0.2.. . 1.4 W. (8.8) 

Note that for zero programmed currents, the total power dissipation is equal to that 
of the driver IC alone, that is, there is no power dissipation in the load. When 
programmed for typical modulation and bias currents (or voltages), the total power 
dissipation increases roughly by 0.1 to 1 W. 

8.1.5 Rise and Fall Times 

Definition. The rise time and fall time of a laser (or modulator) driver’s output 
signal can be measured in the electrical or optical domain. An oscilloscope can be 
used to display the electrical signal waveform at the output of the laser or modulator 
driver. To display the optical signal waveform at the output of the laser or modulator, 
an optical-to-electrical (OE) converter must be connected to the input of the oscil- 
loscope. Usually, the rise time, t R ,  is measured from the point where the signal has 
reached 20% of its full value to the point where it has reached 80%. The fall time, 
t F ,  is measured similarly from the 80% point to the 20% point. However, a few man- 
ufacturers use 10% and 90% as measurement conditions, and one has to be careful 
when comparing specifications of different products. In case the signal exhibits over- 
or undershoot, the 0% and 100% values correspond to the steady-state values, nor 
the peak values. See Fig. 8.4 for an illustration of the rise and fall times in the eye 
diagram. For a discussion of eye diagrams, please refer to Appendix A. 

100% 

0% 

Fig. 8.4 Eye diagram and AC parameters of a laser or modulator driver. 

The rise and fall times must both be shorter than one unit interval ( I  UI = one 
bit period). If longer, the driver cannot produce the full swing for a “01010101 . . .” 
pattern, resulting in intersymbol interference (ISI) and vertical eye closure. It is 
recommended for a non-return-to-zero (NRZ) system that the total system rise time 
is kept below 0.7 UI [5 ] .  The driver rise time, t R ,  is just one component of the system 
rise-time budget, which also includes the fiber rise time and the receiver rise time (all 
rise-time components must be added in the square sense). Therefore, the driver rise 
time must be made significantly shorter than 0.7 UI. However, in laser drivers, the 
rise time should not be made unnecessarily short to avoid the generation of excessive 
optical chirp in the laser (cf. Eq. (7.10)) [169]. 
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Typical Values. 
mercial 2.5- and lO-Gb/s laser or modulator drivers are 

Typical values for the electrical rise and fall times seen in com- 

2.5 Gb/s: tR, i'F < loops (< 0.25UI), (8.9) 

10Gb/s: tR, ifF < 4Ops (< 0.40UI). (8.10) 

8.1.6 Pulse-Width Distortion 

Definition. An offset or threshold error in the driver circuit may lengthen or shorten 
the electrical output pulses relative to their ideal width of one unit interval. Further- 
more, turn-on delay in the laser may shorten the optical pulses relative to the electrical 
pulses. The deviation of the pulses from their ideal width is known as puke-width 
distortion (PWD) and can be measured in the electrical as well as the optical domain. 
The amount of PWD, tpWD, is defined as the difference between the wider pulse and 
the narrower pulse divided by two. Figure 8.4 shows how t p w ~  can be determined 
from the eye diagram. If the crossing ]point of the eye is vertically centered, t p w ~  is 
zero. Under this condition, the horizorital eye opening is maximized as well. 

Many laser and modulator drivers contain a so-called pulse-width control (PWC) 
circuit to compensate for the PWD. An external trim pot connecting to the PWC 
circuit permits the adjustment of the F'WD. In practice, the driver must be trimmed 
with the desired laser or modulator in place until the crossing point of the optical eye 
is centered. 

A low PWD is desirable because it improves the horizontal eye opening. Fur- 
thermore, some clock-recovery circuits in the receiver use the rising and falling edge 
for phase detection, which requires that both edges are precisely aligned with the bit 
intervals, that is, the PWD should be small. 

Typical Values. 
lO-Gb/s laser or modulator drivers are: below 0.05 UI: 

Typical values for the electrical PWD seen in commercial 2.5- and 

(8.1 1) 

(8.12) 

The above numbers are for drivers without a pulse-width control circuit or with that 
feature disabled. If a PWC circuit is present, the adjustment range for t p w ~  must be 
specified as well. A typical PWD adjustment range is f 0 . 2 0  UI (120%). 

8.1.7 Jitter Generation 

Definition. As we discussed in Section 4.9, data signals in a receiver not only 
suffer from PWD, but also from timing jitter. Some of this jitter is produced in the 
transmitter and is known as the jitter generation of the transmitter. Jitter generation 
of the transmitter is determined with a jitter-free transmitter clock. that is, only the 
intrinsic part of the output jitter is counted. (The effect of clock jitter on the output 
jitter is measured by the jirter transfer parameter.) Similarly, jitter generation of 
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a laser or modulator driver is determined with a jitter-free data and clock signal at 
the input. 

As shown in Fig. 8.5, jitter can be measured in the (electrical or optical) eye 
diagram by computing a histogram of the time points when the signal crosses a 
reference level. This level is set to the eye-crossing point where the histogram has the 
tightest distribution.' Note that in the absence of PWD, this level is at 50%. Many 
sampling oscilloscopes have the capability to calculate and display such histograms. 
The various types of jitter (deterministic jitter, random jitter, total jitter, etc.) and 
how they can be quantified (histogram, peak-to-peak, rms, wideband, narrowband, 
etc.) was discussed in Section 4.9 for the receiver. The same definitions apply to the 
jitter generated in the transmitter or driver. 

Eye Crossing: Reference 
Level (50%) 

Histogram: 

Fig. 8.5 Jitter histogram with deterministic and random jitter. 

Jitter in the electrical output signal is caused by noise and IS1 from the driver 
circuit. Reflections on the interconnects also contribute to the jitter. Note that jitter 
already present in the driver's data or clock input signals also appears at the output 
and must be subtracted out to obtain the driver's jitter generation. The optical output 
signal contains additional jitter components produced by the laser or modulator, such 
as the turn-on delay jitter of a laser. 

A low jitter generation is desirable because it improves the horizontal eye opening 
and makes the clock-recovery process at the receiver more robust. Furthermore, 
in some types of regenerators, the clock signal recovered from the received optical 
signal is used to retransmit the data. When cascading several such regenerators, the 
jitter increases because of the jitter generated in each regenerator. Thus, to prevent 
excessive jitter accumulation along the chain, very tough jitter specifications are 
imposed on each regenerator. 

Typical Values. The jitter generation limits for a SONET transmitter prescribed by 
the standard [ I881 (Category 11) are 0.01 UI nns and 0.1 UI peak-to-peak: 

2.5 Gb/s: t? < 4ps and $7 < 40ps, (8.13) 

lOGb/s: t? < Ips  and tr; < lops. (8.14) 

'Alternatively, the reference level can be set to the switching level of the subsequent device, that I S ,  50% 
for a differential device, regardless of the eye crossing. In this case, pulse-width distortion broadens the 
histogram and appears as a type of jitter, namely duty-cycle distortion jitter. 
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These values are defined for a jitter bandwidth from 12kHz to 20MHz for 2.5 Gb/s 
and 50kHz to 80MHz for 10Gb/s. This bandwidth is relevant, because high- 
frequency jitter outside this bandwidth is not passed on to the output of the regener- 
ator (jitter-transfer specification), and therefore does not get accumulated in a chain 
of regenerators. 

The laser or modulator driver’s jitter generation must be much lower than the 
transmitter limits given above, because the driver is only one of several components 
contributing to the total jitter generation. For example, in a transmitter design half of 
the total jitter budget may be allocated to the clock from the clock multiplication unit 
(0.05 UIpp) and the other half to the laser driver, laser, and optics (0.05 UIpp) [45]. 

8.1.8 Eye-Diagram Mask Test 

The so-called eye-diagram mask test checks the transmitter signal for many impair- 
ments simultaneously such as slow rise and fall times, pulse-width distortion, jitter, 
ISI, ringing, noise, and so forth. In this test, the (electrical or optical) eye diagram 
is compared with a mask that specifies regions inside and outside the eye that are 
off limits to the signal. For example, the SONET OC-48 mask shown in Fig. 8.6 re- 
quires that the signal must stay out of thle shaded regions to comply with the standard. 
The rectangle inside the eye diagram defines the required eye opening. The regions 
outside the eye diagram limit the overshoot and undershoot. 

Fig. 8.6 Eye-diagram mask for SONET OC-48. 

Often a transmitter not only is required to pass the eye-diagram mask test of the 
relevant standard, but also to have a sufficient eye-diagram mask margin. The eye- 
diagram mask margin is determined by growing the standard mask until a violation, 
a so-called musk hit, occurs. The margin then is specified as the relative reduction 
of the permitted regions in percent, for example, a typical eye-diagram mask margin 
is 20%. 

If the signal contains Gaussian random noise, Gaussian random jitter, or both, 
the mask will always be violated for i i  long enough measurement. Therefore, it is 
important to specify the time over which the eye diagram has been measured or the 
number of samples that have been taken. More precisely, the probability for which a 
sample falls into the forbidden regions of the mask should be specified. 

Electrical eye-diagram mask tests usually are performed directly on the signal, 
whereas optical eye-diagram mask tests require that the signal is first filtered to sup- 
press effects that would not affect the receiver (e.g., relaxation oscillations of the laser 
will be attenuated). For example, the SONET standard requires that the optical signal, 
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after Oh3 conversion, is passed through a fourth-order Bessel-Thomson filter with a 
3-dB bandwidth equal to 0.75 B before it is tested against the eye mask (cf. Fig. 8.6). 
An O/E converter that also performs the filtering required by the standard is known 
as a reference receiver. 

8.2 DRIVER CIRCUIT CONCEPTS 

In the following, we discuss driver circuit concepts in a general and, as much as 
possible, technology-independent manner. This includes the current-steering output 
stage with and without back termination, the predriver with pulse-width control, 
data retiming, automatic power control, and special techniques for burst-mode and 
analog drivers. 

8.2.1 Current-Steering Output Stage 

The output stage of most laser and modulator drivers is based on the current steering 
circuit shown in Fig. 8.7. Although shown with BJTs, the same arrangement also can 
be used with FETs. Similar to an inverterbuffer from the current-mode logic (CML) 
family, the tail current, Z M ,  is either switched through the right or left transistor. For 
this reason, this circuit also is known as a differential current switch. To obtain full 
or near full switching, the differential input-voltage swing, qp, must be sufficiently 
large. For a BJT current-steering circuit without emitter degeneration, this voltage 
is around 200mV. For an FET circuit, it depends on the transistor size and the 
tail current; to switch a large tail current with a reasonable voltage, wide FETs are 
required. [+ Problem 8.11 

Laser or 
Modulator 

Fjg. 8.7 Current-steering circuit for driving a laser or modulator. 

The current-steering output stage of Fig. 8.7 is suitable to drive a laser or a mod- 
ulator. When driving a differential load, such as a dual-drive MZM, both outputs are 
used. In all other cases, only one output is used and the other output is terminated 
into a dummy load, R D .  The following important properties of the current-steering 
circuit make it a good choice for the output stage of drivers (cf. Appendix B): 
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0 The differential design is inseinsitive to input common-mode noise and 
power/ground bounce. This is an important prerequisite to achieve low jit- 
ter generation in the driver. The differential design further avoids the need for 
an input reference voltage, and thus prevents pulse-width distortions due to an 
error in this reference voltage. 

0 Ideally, the total power-supply current remains constant, that is, it is always 
I M  ( + I B ) ,  no matter if a zero or one is transmitted. The tail current either 
is routed through the laser/modulator or is dumped into the dummy load, RD,  
but it is never switched off. As ii result, the generation of power and ground 
bounce in the presence of parasitic inductances is minimized. On the down 
side, the power dissipation is twice that necessary to drive the laser/modulator 
(assuming equal numbers of zeros and ones and IB  = 0). 

0 The voltage across the tail-current source I M  is primarily set by the input 
common-mode voltage and remains essentially constant for the on and off 
states. Thus, current overshoots due to the charging of the parasitic capacitance 
across the tail-current source as well as current variations due to the finite 
resistance of the tail-current source are relatively small. In a way, the current- 
steering transistors act as cascode devices for the tail-current transistor. 

0 The modulation current (or modulation voltage, in case of a modulator driver) 
can be conveniently controlled by varying the tail current, I M .  

Laser and Modulator Loads. Next, we explore how the current-steering circuit 
of Fig. 8.7 can drive the various laser and modulator loads. Several typical ways 
to DC and AC couple these loads to the driver are illustrated in Fig. 8.8 and briefly 
discussed below: 

(a) DC-coupled laser diode. The series resistor, Rs, dampens oscillations due 
to parasitic inductances and can provide matching to a transmission line, if 
necessary. The modulation cunent supplied to the laser is equal to the tail 
current, IM. The laser bias current, I B ,  can be supplied by an additional current 
source connected to the output of the driver, as shown with the dashed lines in 
Fig. 8.7. Alternatively, the bias current can be supplied directly to the cathode 
of the laser, reducing the voltage drop across Rs .  Often an RF choke (RFC) is 
inserted into the bias line to reduce the capacitive loading of the RF signal. 

An important consideration is the voltage drop across the DC-coupled laser 
load. For example, if the maximum voltage drop across the laser diode is 1.5 V 
and the maximum current through Rs = 20 0 is 100 mA, then the load drops a 
total of 3.5 V. This means, that with a minimum permissible laser driver output 
voltage of 1.5 V, the supply voltage at the laser anode must be at least 5.0 V. 

(b) DC-coupled EAM. The parallel resistor, Rp, converts the drive current into 
a voltage. Thus, the modulation voltage is Vs = Rp . I M .  The bias current 
source, I B ,  can be used to generate a bias voltage across the modulator equal 
to VB = RP . I B .  
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Fig. 8.8 Load configurations for the current-steering output stage: (a) DC-coupled laser, (b) 
DC-coupled EAM, ( c )  AC-coupled laser, (d) DC-coupled common-cathode laser, and (e) AC- 
coupled single drive MZM. 

Most EAMs are driven single endedly, like laser diodes. The EAM substrate, 
which corresponds to the cathode, usually needs to remain at a constant voltage. 
In particular, if the EAM and the CW laser are integrated on the same substrate, 
the latter cannot be driven. 

AC-coupled laser diode. An RFC pulls the DC output voltage of the current- 
steering circuit up to the positive supply rail while presenting a high impedance 
to the RF signal. The RF signal is AC coupled to the laser with capacitor 
C, which must be large enough to avoid baseline wander in the laser current 
(cf. Section 6.2.6). The bias current is injected directly into the laser with a 
second RFC. Note that the tail current, ZM, still sets the laser modulation current, 
as in the DC-coupled case, but the bias current, I B ,  now sets the average laser 
current, as opposed to the off-state laser current. 

In this AC-coupled arrangement, the output voltage of the laser driver swings 
symmetrically around the positive supply voltage. For example, with a maxi- 
mum modulation current of 100 mA and a total RF load resistance of 25 Q (e.g., 
5-Q laser diode resistance and 2042 series resistor), the swing is 2.5 V. In other 
words, the maximum voltage drop across the pull-up RFC is only 1.25 V. Thus, 
with a minimum permissible laser driver output voltage of 1.5 V, the supply 
voltage must be at least 2.75 V. Whereas a 5-V supply voltage was needed in 
the DC-coupled case, a 3.3-V supply now becomes possible. Note that in this 
scheme, the laser driver’s maximum permissible output voltage must be at least 
equal to the supply voltage plus 1.25 V. If this is too high, a resistor in series 
with the FWC can lower the output voltage. 
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(d) DC-coupled common-cathode laser diode, such as a vertical-cavity surface- 
emitting laser (VCSEL). The current source I M  + Ig supplies the on-state laser 
current when the tail current, I M ,  is steered into the dummy load R D  of Fig. 8.7. 
When the tail current is steered into the laser load, the laser current reduces to 
its off-state value, Ig . 

(e) AC-coupled single-drive MZ modulator. Similar to case (c), a pull-up inductor 
and AC coupling is used. The modulation voltage is given by Vs = R p  . l ~ ,  
where R p  is the termination resistor of the MZM. The bias voltage, Vg,  is 
applied to the modulator by means of a bias T (RFC with coupling capacitor 
Cl). The capacitor C2 in series with the termination resistor R p  blocks an 
unnecessary DC current. 

A dual-drive MZ modulator also can be driven by the current-steering circuit. 
In this case, both outputs are used to drive the modulator in a push-pull fashion. 
Care must be taken that the delays for the two output signals are well matched. 

Is the dummy load, R D ,  in Fig. 8.5' really necessary or could it be replaced by 
a short? The purpose of the dummy load is to improve the symmetry of the output 
stage. An asymmetric load configuration results in an input offset voltage, which 
can cause PWD. It also results in an umdesirable modulation of the voltage across 
the tail-current source. This voltage modulation together with a parasitic capacitance 
across the tail-current source causes a momentary error in the drive current, such 
as an overshoot, degrading the eye. Similarly, a voltage modulation together with 
a finite resistance of the tail-current source causes undesirable current variations. 
Both effects also contribute to the povver-supply noise in the presence of parasitic 
inductances. Furthermore, an asymmetric load of the output stage also can affect 
the predriver symmetry: an asymmetric output stage presents two unequal Miller 
capacitances to the predriver and produces unequal kick-back noise at its two inputs. 

The dummy load can be located on or off chip. If it is located on-chip, it usually is 
realized with a simple resistor; in the case of laser drivers, a forward-biased diode to 
match the laser diode sometimes is put in series with the resistor. An off-chip dummy 
load provides more flexibility in the type of load used (e.g., a resistor with or without 
pull-up inductor in parallel) and better symmetry, because both outputs experience 
similar package and routing parasitics. 

Switching Speed. When designing Ihigh-speed drivers, the switching speed of the 
current-steering circuit is of critical importance. To achieve fast switching in a BJT 
current-steering circuit, the emitter area must be chosen carefully: it must be large 
enough, such that the critical current density is not exceeded (Kirk effect), even for 
the maximum modulation current, but not too large to keep the input and output ca- 
pacitances to a minimum (cf. Section 6.3.2). Similarly, in an FET circuit, the channel 
length must be chosen as small as possible for high speed (cf. Section 6.3.2), but not 
too small to obtain the necessary drain-source breakdown voltage. Then, the FET 
width must be chosen large enough to ensure full switching at the given input voltage 
swing, but not too large, to keep the input and output capacitances to a minimum. 
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Because the output stage of a laser or modulator driver operates at high current levels, 
it is important that all interconnect traces and contact areas are made large enough to 
satisfy the electromigration rules of the chosen technology. For example, to support 
an average current of 100 mA through aluminum interconnects, it may be necessary to 
make the traces as wide as 100 pm. However, because these traces have a substantial 
parasitic capacitance, they should be kept as short as possible and made not wider 
than necessary. Copper interconnects, if available, offer some mitigation. 

From the above observations, we can conclude that the output time constant of the 
driver increases with the maximum required modulation current (or output swing): 
larger currents require larger transistors and wider metal traces, both resulting in 
a larger parasitic output capacitance, yet the output resistance typically remains at 
either 25 S2 or 50 S2. Therefore, the MZM driver, which needs to deliver a large output 
voltage swing at high speed, is one of the most challenging drivers to design. 

After the above speed optimizations, further improvements can be achieved with 
shunt-peaking inductors at the outputs and by distributing the output stage. We discuss 
shunt peaking of a current-steering circuit in Section 8.2.3 and give an example of a 
distributed output stage in Section 8.3.2. 

Interconnect Inductances. The two output lines of the current-steering circuit 
conduct rapidly changing currents, hence parasitic inductances, L ,  in these lines, 
such as on-chip traces, bond wires, wire frames, and so forth, cause a voltage drop 
equal to A v ( t )  = L . di/dt. This voltage drop, which can be 1 V or more, eats 
into the headroom, requiring either a higher supply voltage or a driver with a smaller 
compliance voltage. To minimize this drop, the parasitic inductances in the output 
lines must be kept as small as possible. Furthermore, nearby parallel bond wires for 
the two driver outputs (or the driver output and the power supply line to the on-chip 
dummy load) are recommended. Such bond wires have mutual magnetic coupling, 
which reduces the effective inductance seen by the differential output signal. Also, 
nearby placement of these two complementary outputs reduces the transient noise, 
which is electrically and magnetically coupled to other nodes. Besides dynamic 
voltage drops, the parasitic inductances in the output lines also can resonate with 
the laser and driver capacitances and can produce ringing and jitter. Adding a series 
resistor, R s ,  helps to reduce the quality factor of the parasitic inductor and thus 
dampens the ringing. An R-C shunt network from the laser cathode to ground can 
provide additional damping. 

A related issue is the parasitic inductance of the interconnect between the driver 
chip and the laser or modulator. This inductance also can cause a significant voltage 
drop, can produce ringing, or both. A standard remedy is the use of a transmission 
line for this interconnect. In a transmission line, the parasitic wire inductance is 
counterbalanced by a distributed capacitance such that the characteristic impedance 
becomes real. The direct connection shown in Fig. 8.7 therefore only is practical if 
either the rate of current change or the parasitic inductances are small. This is the case 
for low-speed drivers (small dildt) and drivers that are copackaged with the laser or 
modulator (small L).  The term copuckuging indicates that the laser or modulator is 
located in close proximity to the driver and that the two components are interconnected 
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by means of short wire bonds or flip-chip bonds. For high-speed drivers where the 
load is more than a few millimeters away, a transmission line becomes imperative. 
The implications of using a transmission line is our next topic. [-+ Problem 8.21 

8.2.2 Back Termination 

When using a transmission line to connect the driver to the load, undesirable reflec- 
tions may occur at its ends. To avoid reflections from the load end of the transmission 
line back into the driver, the laser or modulator must be matched to the characteristic 
impedance of the transmission line. EAMs can be matched to a 50-52 transmission 
line with a 50-52 parallel resistor ( R p  in Fig. 8.8(b)). Laser diodes, which have a 
typical resistance of about 5 52, can be matched to a 25-52 transmission line with a 
2042 series resistor ( R s  in Fig. 8.8(a)), or to a 50-52 transmission line with a 4542 
series resistor. 

To keep the power dissipation low, 25-52 transmission lines generally are preferred 
for laser drivers: driving 100mA into a 2542 load dissipates 0.25 W in this load 
(disregarding the laser’s nonlinear I/V characteristics), whereas driving the same 
current into a 50-52 load dissipates 0.5 W. Furthermore, a lower supply voltage can 
be used when driving a 25-52 load as opposed to a 50-52 load at a given current level, 
thus power dissipation in the driver IC: also is reduced. From a power perspective, 
it would be best to eliminate the transmission line and the matching resistor entirely 
and to drive the laser directly. However, as we have discussed before, in high-speed 
applications this requires copackaging of the driver and the laser to minimize the 
interconnect inductance. 

Open Collector/Drain. Figure 8.9(a) shows the same current-steering output stage 
as in Fig. 8.7, but now the laser or modullator load, RL,  is driven through a transmission 
line. If the load impedance matches the characteristic impedance of the transmission 
line exactly, this arrangement works very well. However, if there is a mismatch, a 
reflected wave is generated at the load propagating back into the driver. This may 
occur, for example, in the case of an EAlM load, where RL is bias dependent and cannot 
match the line impedance under all conditions. Furthermore, at high frequencies the 
EAM load is capacitive, resulting in a mismatch to the real line impedance. Now, 
when the reflected wave amves back at the driver, it sees a high impedance (an 
open) and consequently is reflected again (nearly unattenuated) forward into the load. 
These undesirable double reflections may degrade the driver’s extinction ratio and 
jitter performance. A driver stage that is unable to absorb reflections coming back 
from the load is know as an open-col1e:ctor (or open-drain) stage. In general, such a 
stage can be used only if a good matching at the load end is guaranteed. 

Passive Back Termination. The problem of double reflections can be resolved by 
incorporating a back termination into the driver. A simple way to do this is shown in 
Fig. 8.9(b), where a termination resistor, R T ,  matching the characteristic impedance 
of the transmission line has been added to the current-steering output stage. Now, any 
wave that may come back because of a load mismatch is absorbed by this resistor, 
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Fig. 8.9 Current-steering output stage for driving a laser or modulator through a transmission 
line: (a) without back termination (b) with passive back termination. 

thus preventing a second reflection into the load. However, the price to pay for this 
feature is a doubling of the supply current: only about half of the tail current reaches 
the load and performs a useful function; the other half is “burned up” in the back 
termination resistor, R T .  For this reason, the tail current in Fig. 8.9(b) is shown as 
2 1 ~ .  In fact, if the load is a laser diode, even more than twice the modulation current 
is needed because of the laser’s nonlinear IN characteristics. [-+ Problem 8.31 

The power dissipation of the driver can be reduced to some extent by choosing a 
back termination that is larger than the characteristic impedance of the transmission 
line. For example, to drive a 50-9 transmission line, RT may be chosen to be 75 or 
100 9. Although the back matching at low frequencies is degraded by this modifi- 
cation, it may not be significantly impacted (or even improved) at high frequencies 
where parasitic capacitances and inductances play an important role. 

Note that despite the use of current steering, the supply current drawn by the 
driver from the positive supply (node x in Fig. 8.9(b)) is not constant: when the tail 
current is dumped into the dummy resistor, the current through x is 2 1 M ,  but when 
the current is directed into the load R L ,  the current through x is only I M .  In the 
presence of parasitic inductances, these rapid current transients cause large ripples 
on the supply voltage (node x), which in turn degrade the quality of the output signal. 
To resolve this issue, the dummy resistor R D  can be split in two parallel resistors, R$ 
and R b ,  mimicking the parallel connection of RT and R L  at the other output. Now, 
the combined supply current to RT and R; is constant, and little ripple is produced 
on this supply node. A separate supply voltage terminal is needed for resistor R b .  
Similar to the open-collector case, the current through this supply terminal has large 
transients and should be placed close to the output terminal. 

To improve the rise and fall times of the output stage in Fig. 8.9(b)), a small in- 
ductor can be inserted in series with the back termination resistor, RT.  An intuitive 
explanation of how the inductor improves the edge rate is as follows: during the (high- 
frequency) signal transitions, the inductor momentarily assumes a high impedance 
disconnecting the back termination resistor from the output. As a result, twice the 
regular output current, 21M, becomes available to charge or discharge the output ca- 
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pacitances. To maintain symmetry, a similar inductor should also be inserted into the 
dummy back termination resistor, R; at the other output. In practice, these two induc- 
tors to the positive supply rail can be implemented conveniently with bond wires. We 
discuss this inductive speed-enhancement technique further in the following section 
on the predriver. 

Active Back Termination. A method to protect against double reflections without 
wasting too much power is given by the so-called active back termination. Figure 8.10 
shows the schematic implementation of a laser or modulator driver stage that incor- 
porates an active back termination [ 1381. In contrast to the passive back termination 
discussed before, the back termination resistor, R T ,  is not connected to the positive 
supply voltage, but to an AC voltage generated by a replica stage. The waveform of 
this AC voltage is such that under normal operation, that is, without reflections, the 
voltage drop across RT is zero and no power is wasted in this resistor. 

f =k 

Fig. 8.10 Current-steering output stage with active back termination for driving a laser 
or modulator. 

To save power, the replica current-steering circuit in Fig. 8.10 runs from a K times 
smaller current than the output stage. To obtain the same output voltage swing as the 
output stage, the load resistors are increased by the same factor K .  The outputs of the 
replica are buffered by unity-gain voltage buffers (zero output impedance is assumed 
here) before driving the back termination resistors, R T .  Note that the voltage signal 
at the lower output buffer is the intended output signal of the driver. Thus, in the 
absence of reflections, the voltage drop across RT is zero; however, in the presence 
of reflections, they appear only at the driver output (right side of R T )  but not at the 
replica output (left side of R T ) ,  and thus drop over R T ,  where they are absorbed. 
[+ Problem 8.41 

A slight complication arises when adding a bias current source, l ~ ,  to the driver 
stage in Fig. 8.10. Without any precautions, some of the bias current will flow into the 
termination resistor, RT , thus increasing the power dissipation. However, by adding 
a correspondingly scaled current source, Z B / K ,  to the replica stage, the DC current 
through RT again becomes zero. 
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8.2.3 Predriver 

As we have seen, the transistors in the driver’s output stage have to switch large 
currents of around 100mA and therefore must be made quite large. As a result, 
their input capacitance also becomes quite large. An on-chip circuit block, such as a 
retiming flip-flop (cf. Section 8.2.5), may not be able to drive this large capacitance 
at the required speed. Similarly, if the output stage is driven from off chip, the large 
capacitance may degrade the input matching parameter S11 to an unacceptable value 
(cf. Appendix C). Another issue is the input voltage swing necessary to switch the 
output stage. An on-chip circuit block, such as a retiming flip-flop, may not produce 
a sufficiently large swing. Similarly, if the output stage is driven from off chip, the 
driver’s minimum input swing specification may not be met. Note that for an FET 
output stage, large devices are required to achieve a small switching voltage, but 
these devices also have a large input capacitance. Vice versa, a low input capacitance 
implies small devices, resulting in a high switching voltage. To resolve this dilemma, 
a so-called predriver generally is used to drive the output stage. The predriver must 
be able to drive a large capacitive load while keeping its input capacitance low. It 
also must provide sufficient voltage gain to ensure full, or near full, switching of the 
output stage. In general, the voltage swing provided by the predriver and the transistor 
sizes in the output stage must be jointly optimized for best rise and fall times of the 
driver [94]. 

Figure 8.1 1 shows an example of a simple bipolar predriver. At the output, the 
emitter followers Q3 and Qi provide the necessary low impedance to drive the output 
stage at high speed. Attention must be payed to the inductive output impedance of 
the emitter followers, which may cause ringing with the capacitive load of the output 
stage (cf. Section 6.3.2). The voltage gain of the predriver is provided by the current- 
steering circuit Q 2  and Q;. Compared with the output stage, the transistors of this 
stage are smaller and operate at a lower tail current. Finally, the emitter followers Ql 

and Q; at the input provide level shifting and further reduce the load presented by the 
predriver. The input network with the two adjustable current sources are discussed in 
the following section on pulse-width control. In a practical implementation, multiple 
cascaded emitter followers may be used at the input and output to provide more 
impedance transformation and level shifting [ 1471. Furthermore, multiple gain stages 
can be used to provide more gain and output voltage swing [94]. 

Besides emitter- and source-follower buffers, the following two techniques can 
be used to drive the large capacitive load of the output stage. (i) A negative ca- 
pacitance can be connected to the outputs of the predriver to compensate for some 
of the positive capacitance presented by the output stage. The negative capacitance 
can be synthesized, for example, by inverting a regular capacitance with a negative 
impedance converter (NIC) [3 13. (ii) Inductive techniques can be used to resonate out 
some of the capacitance of the output stage. For example, inductive loads can be used 
at the outputs of the predriver [79], or inductive interstage networks, such as T-coil 
networks, can be used to couple the predriver to the output stage [31]. Finally, the 
output stage can be distributed to absorb the large input and output capacitances into 
transmission lines, thus presenting a mostly real impedance to the predriver 12021. 

TEAM LinG



DRIVER ClRCUlT CONCEPTS 277 

Fig. 8.17 A simple predriver with pulse-width control. 

The voltage gain of the predriver can be provided by one or multiple gain stages. 
Most of the broadband techniques discussed in Section 6.3.2 also apply to the predriver 
design. (An exception is the inverse scaling technique, which does not apply to the 
predriver because it must drive a heavy load.) We can summarize these techniques 
as follows: 

Feedback techniques: 

- Series feedback (emitterkource degeneration, f~ doubler) 

- Shunt feedback (TIA load) 

- Cascode transistor 

Load reduction techniques: 

- Interstage buffer (emitter/source follower(s)) 

- Negative capacitance (negative Miller capacitance or capacitor with NIC) 

Inductive techniques: 

- Inductive load (shunt peaking) 

- Inductive interstage network (series peaking, T-coil network) 

- Distributed amplifier (based on inductors or transmission-line segments) 

For example, the Cherry-Hooper stage, which combines series and shunt feedback, 
can be used to provide gain in high-speed predrivers [154]. Shunt peaking is an 
effective way to enhance the rise and fall times of a current-steering circuit. It can be 
applied to the predriver circuit in Fig. 8.1 1 by adding small inductors in series with 
the load resistors R and R’. These inductors can be realized with on-chip spirals, 
bond wires, or active inductors, as we discussed in Section 6.3.2. 

How does shunt peaking improve the rise and fall times of a current-steering 
circuit? Figure 8.12 shows a single-ended model of the current-steering circuit with 
shunt-peaking inductor L and load capacitance C. Let’s first set L = 0, thus the load 
consists only of the resistor R and the capacitance C. Assuming that the tail current 
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is switched by a square-wave signal, as shown on the left-hand side of Fig. 8.12, the 
20% to 80% rise and fall times of the output pulse can easily be found as 

t R  = t F  = ln(0.8/0.2) . RC = 1.39 . RC for L = 0. (8.15) 

The output pulse for this case is shown in the upper trace of Fig. 8.12. Next, if we 
set L = 0.4R2C to enable shunt peaking, it can be shown that the rise and fall times 
improve to 

t R  = = 0.85 . RC for L = 0.4. R2C. (8.16) 

The output pulse for the latter case is shown in the lower trace of Fig. 8.12. It can be 
seen that besides the improvement in rise and fall times by about 40%, there also is a 
slight over- and undershoot (about 2.6% for L = 0.4R2C), which, however, usually 
is harmless. An intuitive explanation of how shunt peaking improves the edge rate is 
as follows: when the current source is switched on (falling edge at the output), the 
inductor at first acts like an open and all of the current is used to discharge C, rather 
than some of it flowing into R. When the current source is switched off (rising edge 
at the output), the inductor, which is now “pumped up” with current, charges C more 
rapidly than R alone. 

+ 
0 

Fjg. 8.72 Improvement of the rise and fall times with shunt peaking. 

As we have said, the main functions of the predriver are to drive a large capacitive 
load and to provide enough voltage swing to fully switch the output stage. When 
designing a predriver, however, several additional points must be considered. (i) The 
modulation current in the output stage usually is programmable and hence the voltage 
swing necessary to switch the output stage is not fixed (we assume here an FET output 
stage or a bipolar output stage with emitter degeneration). Although supplying a large 
voltage swing to the output stage guarantees switching for ail currents, it may lead 
to distortions in the output signal at small modulation currents. For example, the 
large voltage transients from the predriver may couple through the base-collector 
(or gate-drain) capacitance to the output, thus corrupting a small output signal. To 
avoid such distortions, the predriver’s output swing often is made variable such that 
it increases and decrease with the driver’s modulation current. This feature can be 
implemented, for example, with a variable tail current in the current-steering circuit 
of the predriver [24, 94, 1471. (ii) The predriver’s output common-mode voltage is 
critical and must be well controlled [24]. A common-mode voltage that is too low 
pushes the tail-current source, I M ,  into saturation (or the linear regime, in the case 
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of an FET source). A common-mode voltage that is too high unnecessarily limits 
the output voltage range of the driver. (iiii) The waveforms produced by the predriver 
must be such that one of the two transistors in the output stage always is on. If both 
transistors were to switch off momentarily, the voltage at the common-emitter node 
would drop and with the capacitance at the common-emitter node cause a current 
overshoot at the beginning of the next pulse. 

8.2.4 Pulse-Width Control 

As we mentioned in Section 8.1.6, many laser and modulator drivers include a pulse- 
width controller to compensate for pulse-width distortions (PWDs) in the optical 
output signal. Such PWDs can be caused, for example, by an offset voltage in 
the driver or an asymmetry between the turn-on and turn-off delay of the laser or 
modulator. Note that although most tiriver circuits are differential, the laser and 
EAM are single-ended devices thus introducing an asymmetry. Depending on the 
bias current, lasers exhibit a turn-on delay that is longer than the turn off delay 
(cf. Section 7.2). The nonlinear switchnng curve of EAMs also can produce PWD. 

Most pulse-width controllers operace by introducing a variable offset voltage at 
the input of the predriver. This offset voltage not only can compensate for the random 
offset voltage of the predriver, but also can predistort the electrical output signal such 
that after electrical-to-optical (E/O) conversion the optical pulses are free of PWD. 
Figure 8.13 shows how the pulse width can be predistorted with an offset voltage. At 
the top, two complementary signals thal. are free of PWD are shown (solid and dashed 
traces). By offsetting the inverting and noninverting signals the crossover points can 
be shifted in time, as shown in the middle. The amount of shift can be controlled with 
the offset voltage. Finally. at the bottom, the signal is regenerated with a limiter to 
produce a clean signal with the desired PWD. 

\----I \- 

Fig. 8.73 Operation of the pulse-width control circuit. 

Figure 8.11 shows a simple way to implement this scheme with two adjustable 
current sources, labeled PWC, at the input of the predriver. These current sources 
introduce the variable offset voltage and the subsequent current-steering circuit in the 
predriver acts as the limiter. Note that the offset voltage cannot be made too large 
for the current-steering circuit to obtain enough differential signal to switch fully. 
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Therefore, the amount of PWD that can be compensated also is limited. A drawback 
of this scheme is that the PWD depends on the edge-rate of the signal at the input of 
the predriver, which may not be well defined. [+ Problem 8.51 

8.2.5 Data Retiming 

In high-speed laser and modulator drivers, the input data signal often is retimed (or 
resynchronized) with a clean clock signal before being fed to the predriver. A flip-flop 
located in front of the predriver, as shown in Fig. 8.14, can perform this function. The 
benefits of data retiming are the elimination of pulse-width distortion and jitter from 
the input data signal. However, jitter in the clock signal does appear undiminished at 
the output of the driver. It therefore is important that the clock source used for retiming 
has a very low jitter. For example, SONET compliant laser/modulator drivers typically 
require a clock source with less than 0.05-UI peak-to-peak jitter. 

r+ 
Laser or 
Modulator Flip-Flop Predriver 

Data 

b b  
Clock 

Fig. 8.74 Block diagram of a laserhodulator driver with retiming flip-flop. 

Retiming flip-flops usually are implemented with current-mode logic (CML), 
which is based on nested and cascaded current-steering circuits. The advantages of 
CML are its high speed, its low sensitivity to common-mode and power-supply noise, 
and its substantially constant supply current, which minimizes power and ground 
bounce. It has been found that MOS CML gates are 2 to 3 x faster than CMOS gates 
in the same technology and with the same fanout [36]. If realized with bipolar tran- 
sistors, CML also is known as emitter-coupled logic (ECL); if realized with FETs, it 
also is known as source-coupled FET logic (SCFL). 

Figure 8.15 shows a typical bipolar implementation of a CML (or ECL) flip-flop. 
This master-slave flip-flop consists of a cascade of two identical D latches. Using 
the D latch on the left-hand side as an example, its operation can be explained as 
follows: if Ql is turned on and Q’, is turned off by the clock signal, the D latch acts 
as an amplifier, passing the input logic state to the output by means of Q2, Q; and 
Q4, Qi. Conversely, If Q; is turned on and Ql is turned off, the D latch acts as a 
regenerator storing the previous logic state by means of positive feedback through 
Q3, Qj, and Q4, Q&. In the latter case, the output state is independent of the input 
state. The D-latch signal at the load resistors R and R’ is level-shifted and buffered 
with transistors Q4 and Q i  such that the common-mode voltage is suitable to drive 
the second D latch. This second D latch is clocked from the inverted clock such that 
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when the first latch is in amplification mode, the second one is in regeneration mode 
and vice versa. 

Clock 

Fig. 8.75 BJT/HBT implementation of the retiming flip-flop. 

An important design parameter for CML flip-flops is the output voltage swing (or 
logic swing). The single-ended output voltage swing is given by the product R . 11, 
where I1 is the tail current and R is the value of the load resistors. It turns out that the 
speed of an FET CML gate improves with increasing voltage swing, thus the voltage 
swing should be made as large a possible while keeping the FETs in the saturated 
regime [36]. (For submicron FETs, however, the speed saturates at a certain voltage 
swing because of the FET's departure from the square law, which holds only for small 
overdrive voltages.) A typical single-ended swing for an MOS CML gate is 400 to 
500mV. In contrast, the speed of a BJT CML gate largely is independent of the 
voltage swing and thus can be made smaller; typical values are in the range of 150 
to 300 mV. Another important consideration is the input voltage swing necessary 
to switch the CML gate fully. This swing must be smaller than the output swing to 
permit cascading of multiple gates such as the two D latches in the flip-flop. The 
same condition also ensures an infinite hold time of the D latches resulting in a static 
flip-flop. To optimize the flip-flop speed, the fr of the transistors must be maximized 
(FETs with minimum channel length; BJTs with optimum collector current density) 
and the current levels, device sizes, and load resistors of the D latches must be scaled 
according to their load. [-+ Problem 8.61 

Several speed-enhancement techniques can be applied to the basic CML flip-flop 
shown in Fig. 8.15 or its equivalent implementation with FETs [ 121, 1221. Similar to 
the predriver, shunt-peaking inductors can be added in series with the load resistors, 
R and R', usually in the form of active or spiral inductors, to boost the speed. To 
lower the capacitive load at the load resistors, the size of the holding transistors, Q 3  

and Qi, and their bias current can be reduced. However, if these transistors are made 
too small, or left away entirely, the flip-flop cannot hold its state indefinitely and thus 
a minimum clock frequency is required for proper operation, that is, it has become a 
dynamic jlip$op. 

The flip-flop in Fig. 8.15 requires a full-rate clock, of which only one clock edge 
(rising or falling) is used for retiming. For very high bit-rate systems, a retiming 
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circuit operating from a half-rate clock and using both clock edges is an interesting 
alternative. Such a circuit can be built with two parallel flip-flops, which sample the 
same data signal but are clocked 180" out of phase; a subsequent 2:l multiplexer 
combines the two output data streams into one [79]. 

8.2.6 Automatic Power Control (Lasers) 

As we discussed in Section 7.2, the laser's L/I characteristics are strongly temperature 
and age dependent. Hence, an automatic power control (APC) mechanism usually is 
required to stabilize the output power of the transmitter. Many laser drivers contain the 
APC circuit integrated with the driver on the same chip. Figure 8.16 shows a simple 
APC circuit suitable for a continuous-mode laser driver. A monitor photodiode with 
good temperature, age, and coupling stability generates a current that is proportional 
to the transmitted optical power. This current is converted into a voltage and is low- 
pass filtered with R and C. The resulting voltage at node x, which is proportional 
to the average optical power, is compared with the reference voltage VREF by an op 
amp. The op amp output voltage, Vgc, then controls the laser's bias current, Zg, such 
that the desired average optical power, as set by VREF, is obtained. Because only 
the average photodiode current matters, a slow and low-cost monitor photodiode 
is sufficient. 

0 0 

Monitor 
Photodiode 

Driver 
LD Y 4  

Fig. 8.16 Automatic power control for continuous-mode laser drivers. 

Depending on the time constant R C .  the power-control mechanism just described 
may cause an undesirable optical baseline drift when transmitting long strings of 
zeros or ones. The APC loop not only keeps the average output power constant, but 
also suppresses low-frequency components of the transmitted signal, which manifests 
itself in the aforementioned baseline drift. The situation is similar to that described 
in Section 6.3.3, where the offset-compensation loop caused a low-frequency cutoff 
in the frequency response of the main amplifier (MA). The power penalty associated 
with this impairment depends on the low-frequency cutoff, f L F ,  of the transmitter 
and is identical to that derived for MAS in Section 6.2.6: 

2nfLFr P P = l + -  
B '  

(8.17) 
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where r is the maximum run length and B is the bit rate. To keep this power penalty 
small, the low-frequency cutoff typically is chosen in the kHz range. The APC filter 
bandwidth, given by 1/(2n . R C )  in Fig;. 8.16, must be even smaller than that because 
the closed-loop low-frequency cutoff is given by the open-loop bandwidth times the 
loop gain. Time constant enhancement techniques can be used to achieve this low 
bandwidth without the need for large external capacitors [I 151. [+ Problem 8.71 

Dual-Loop APC. The circuit shown in Fig. 8.16 also is known as a single-loop 
APC, because only the bias current, and not the modulation current, is controlled in 
response to the optical output signal b y  means of a feedback loop. If the threshold 
current of the laser were the only parameter that changes with temperature and age, 
the single-loop APC would work flawlessly, as illustrated in Fig. 8.17. However, 
because the laser’s slope efficiency changes as well, some undesirable effects come 
into play. Recall that the single-loop APC tries to keeps the average output power, F, 
constant. Thus, if the slope efficiency decreases, the power for zeros must increase 
and the power for ones must decrease, as shown in Fig. 8.18(b). In other words, the 
extinction ratio degrades. Alternatively, if the slope efficiency increases, the current 
for zeros drops below the laser’s threshold current, as shown in Fig. 8.18(c), resulting 
in PWD and jitter. [+ Problem 8.81 

Fig, 8.77 Single-loop APC: (a) nominal threshold current, (b) reduced threshold current, 
and (c) increased threshold current. 

Fig. 8.18 Single-loop APC: (a) nominal slope efficiency, (b) reduced slope effiFiency, and 
(c) increased slope efficiency. 
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Before turning to the dual-loop APC, let’s examine two alternatives for controlling 
the modulation current. In many lasers, the slope efficiency and the threshold current 
degrade in a correlated manner. More specifically, the inverse slope efficiency varies 
approximately linearly with the threshold current when changing the temperature. 
Thus, the aforementioned problems with the single-loop APC can be alleviated by 
letting the APC loop control the bias and the modulation currents in a fixed proportion 
[88]. For example, if the APC increases the bias current by AIB, the modulation 
current is automatically increased by AIM = 0.2 . AIB.  In another approach, the 
modulation current is controlled in response to the (laser) temperature, a major factor 
influencing the slope efficiency. This scheme can be implemented with a thermistor 
sensing the temperature followed by a circuit controlling the modulation current as 
a linear or nonlinear function of the temperature. In the latter case, a digital look-up 
table can be used to store the nonlinear function. However, the age dependence of 
the slope efficiency is not accounted for by this approach, which leads to a lower 
extinction ratio toward the end of life. [+ Problem 8.91 

A drawback of both approaches discussed so far is that they require knowledge 
of the laser characteristics: in the first case, the relationship between the slope- 
efficiency and threshold-current degradations must be known; in the second case, 
the temperature dependence of the slope efficiency must be known. The so-called 
dual-loop APC avoids this problem by controlling the bias current and the modulation 
current based on optical measurements taken directly from the laser [174]. In one 
dual-loop approach, the bias current is controlled by the average optical power, just 
like in the single-loop APC, whereas the modulation current is controlled by the swing 
of the optical signal. The latter can be determined from the monitor photodiode signal 
with a peak-detector circuit similar to that shown in Fig. 8.22. A drawback of the peak- 
detector scheme, in its simplest form, is that it requires a monitor photodiode that is 
fast enough to follow the bit pattern. However, by waiting for strings of consecutive 
zeros and ones before measuring the peak value, or by calculating a correction to 
the measured peak value, or both, the bandwidth limitation of the photodiode can be 
partially circumvented [ 1001. In another dual-loop approach, the on-state laser current 
is modulated with a small-signal low-frequency tone. This pilot tone is easily detected 
by the (slow) monitor photodiode in the optical signal and its amplitude, which is a 
measure of the slope efficiency, can be used to control the modulation current. 

In practice, a single-loop APC often is sufficient because the slope efficiency is 
less dependent on temperature and age than the threshold current. This especially is 
true for cooled lasers, which are operated at a controlled temperature for reasons of 
wavelength stabilization or reliability. 

Mark-Density Compensation. The APC circuit shown in Fig. 8.16 works well 
for DC-balanced data signals, or more generally, for signals with a constant mark 
density. (Remember, a DC-balanced signal has an average mark density of one 
half.) But imagine what happens if we send nothing but zeros to the driver. Will 
the transmitter turn off? No! An optical power meter connected to the output of the 
transmitter will always show the same power no matter if we transmit all zeros, all 
ones, or a pseudorandom bit sequence (PRBS)! The reason is, of course, that the APC 
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circuit keeps the average output power constant under all circumstances. So, for an 
all-zero sequence, the transmitter simply outputs a constant optical power, half-way 
in between that for a zero and a one. To cope with varying mark densities, a so-called 
mark-density compensation circuit can be added to the APC. Such a circuit vanes 
the reference voltage VREF in proportion to the mark density of the transmitted signal 
[135, 1741. If the mark density drops to less than 50%, VREF is reduced, if the mark 
density rises to more than 50%, VREF is increased. Now, if we send nothing but zeros 
to the driver, the mark density is detected to be zero; thus, VREF is reduced to zero 
and the transmitter turns off. We discuss a mark-density compensation circuit when 
we examine an APC for burst-mode transmitters. 

Fortunately, all major transmission standards (SONET/SDH, Gigabit Ethernet) 
do have DC-balanced data signals, and the simple APC circuit in Fig. 8.16 usually 
is adequate. 

8.2.7 End-of-Life Detection (Lasers) 

As we discussed in Section 7.2, the mean-time to failure (MTTF) of a continuously 
operated laser at 70°C is limited to about 1 to 10 years. For this reason, some 
standards, such as SONET [188], require that the laser's end-of-life (EOL) condition 
automatically is detected and reported. This feature can be implemented easily by 
using the monitor photodiode, which is present already for the purpose of APC. 
Figure 8.19 shows how the APC circuit of Fig. 8.16 can be extended to generate a 
binary EOL signal. A voltage comparator compares the voltage at node x with a 
reference voltage, which is lower than VREF; for example, in the circuit of Fig. 8.19, 
this reference voltage is VREF/2. The comparator detects when the APC mechanism 
fails to keep the output power at the desired level and activates the EOL alarm when 
the power drops below a set value; for example, in the circuit of Fig. 8.19, this set 
value is half of its nominal value. 

Monitor 
Photodiode 

Driver 

"EOL 

Fig. 8.79 End-of-life detection circuit for continuous-mode laser drivers. 

Instead of the binary end-of-life detector, an aging monitor can be used, which 
produces a continuous estimate of the laser's age. Such an estimate can be obtained, 
for example, by monitoring the laser's threshold current and refemng it to a given 
reference temperature. The bias current, I B ( T ) ,  can serve as an estimate for the 
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threshold current at the operating temperature, T ,  which also is measured. Then, 
Eq. (7.7) can be applied to refer the threshold current at temperature T to the desired 
reference temperature. 

A related feature available on some laser drivers is the so-called slow-start or 
smooth-start circuit. Its purpose is to prevent damaging current spikes to the laser 
during the power-up phase. Such spikes could occur, for example, when the mod- 
ulation and bias current sources already are active, but the APC circuit is not yet 
operational. The slow-start feature can be implemented, for example, by keeping 
the modulation and bias currents disabled (turned off) for a short period after the 
power up. 

8.2.8 Automatic Bias Control (MZ Modulators) 

As we discussed in Section 7.3, the switching curve of Mach-Zehnder modulators 
suffers from voltage drift with temperature and age. Hence, an automatic bias con- 
trol (ABC) mechanism usually is required to obtain stable operation [44, 1351. A 
typical ABC circuit is shown in Fig. 8.20 [l]. In this scheme, the driver’s output 
voltage swing is modulated with a small-signal low-frequency tone at, for example, 
1 kHz. Modulating the tail current, l ~ ,  of the driver’s output stage is an easy way to 
include this pilot tone. An optical splitter at the output of the MZ modulator directs 
a small amount of the optical signal, for example, lo%, to a monitor photodiode. 
The photodiode signal, which contains the pilot tone to a degree that depends on 
the MZM operating point, is amplified with a TIA and mixed with the original pilot 
tone. The DC component of the mixer’s output voltage is a measure of the detected 
tone’s amplitude and phase. The mixer’s output voltage is low-pass filtered (LPF) and 
amplified to produce the bias voltage, which is then supplied to the MZM by means 
of a bias T (RFC and coupling capacitor C). Given enough loop gain, the negative 
feedback provided by this ABC circuit automatically adjusts the bias voltage until 
the amplitude of the detected tone is minimized. The direction of the bias adjustment 
is given by the phase relationship between the detected and the original pilot tone. 
[-+ Problem 8.101 
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Fig. 8.20 Automatic bias controller for an MZ modulator, 
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Figure 8.21 illustrates how the amplitude and phase of the pilot tone in the optical 
signal depends on the MZM’s bias voltage. When the bias voltage is correctly adjusted 
to the quadrature point of the switching curve, the tone does not appear in the optical 
output signal, as shown in Fig. 8.21(a). The reason for this suppression is that the 
switching curve is flat at both the on and off operating points and thus the optical 
output power is insensitive to small voltage variations (indicated by three parallel 
lines in the signals of Fig. 8.21). However, for an incorrect bias voltage, the on and 
off operating points move into the steep parts of the sinusoidal switching curve and 
the pilot tone appears in the optical oiutput signal, as shown in Fig. 8.21(b). Note 
that the phase of the optical pilot tone changes by 1 80°, depending on whether the 
operating points are to the right or left of their correct positions. 

Fig. 8.27 Automatic bias control for an MZmodulator: (a) correct bias and (b) incorrect bias. 

Older MZMs exhibited so much voltage drift that, after an extended period of 
operation, the upper or lower limit of tlhe bias voltage generator was reached. In the 
ABC circuit of Fig. 8.20, these upper and lower limits are given by the output voltage 
range of the amplifier that is part of the: LPF block. If one of these limits is reached, 
the bias generator needs to be reset. Note that because of the periodicity of the MZM 
switching curve, the bias voltage always can be reset by the amount f 2 n  . V, , where 
n is an integer, without affecting the on and off operating points. Fortunately, much 
progress in reducing the rate of bias drift has been made in recent years and MZMs 
may now operate for longer than 20 years without requiring a reset [MI. 

8.2.9 Burst-Mode Laser Driver 

The burst-mode laser driver differs from its continuous-mode cousin, which we dis- 
cussed so far, in the following respects: (i) the burst-mode laser driver typically must 
provide a very high interburst extinction ratio and (ii) the AF’C must operate cor- 
rectly for a bursty, non-DC-balanced, data signal. In the following, we discuss these 
two differences. 

Extinction Ratio. Burst-mode transmitters that are used in point-to-multipoint net- 
works must keep their residual light output in between bursts to a very low level. For 
example, in a passive optical network (PON) with 32 subscribers sharing a single 
fiber to the central office, 31 idle subscribers are “polluting” the shared medium with 
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residual light output. This background light reduces the received signal swing at 
the central office for the one subscriber that is transmitting a burst, especially if this 
subscriber is located far from the central office. Typically, the interburst ER for a 
burst-mode laser driver is required to be over 30 dB. The ER requirement within a 
burst is around lOdB, similar to that of a continuous-mode transmitter. 

To achieve this high ER, the laser bias current must be set to a very low value in 
between bursts, that is, it must be well below the laser’s threshold current, or even 
zero. During transmission of a burst, the bias current can be increased to reduce the 
laser’s turn-on delay and jitter. If no bias current is used at all, a so-called turn-on 
delay compensation mechanism to reduce pulse-width distortion normally is needed. 
Even if the bias current is turned on for the duration of the burst, turn-on delay 
compensation may be needed for the first bit of the burst [loo]. To reach the 30-dB 
extinction ratio quickly at the end of the burst, that is, before another subscriber starts 
to transmit its burst, a shunt transistor across the laser diode can be used to rapidly 
drain the camers from the laser [ 1 171. In Section 8.3.3, we discuss an implementation 
example of a burst-mode laser driver with turn-on delay compensation. 

Automatic Power Control. The average power control circuit in Fig. 8.16, which 
we discussed in Section 8.2.6, does not work correctly for burst-mode signals. Be- 
cause the transmitted signal is not DC balanced, keeping the average output power 
constant does not lead to a constant peak power (power during the one bits). Fig- 
ure 8.22 shows one approach to implement a burst-mode APC [50]. First, the current 
pulses from the monitor photodiode are converted to voltage pulses with a broadband 
TIA, then a peak detector finds the peak value that corresponds to the power trans- 
mitted during the one bits. (Depending on the polarity of the TIA front-end, the peak 
detector is realized as a bottom-level or top-level hold.) The laser’s output power is 
adjusted by means of a negative feedback loop until the peak detector output voltage 
equals the reference voltage, VREF. 

+ 
P 

Monitor 

Power 
Control 
(Analog) 

Photodiode ‘h;, ~ +!r 
“REF 

Fig. 8.22 Burst-mode APC based on a peak detector. 

Unfortunately, the peak-detector approach of Fig. 8.22 has several shortcomings. 
(i) During long idle periods, when no bursts are transmitted, the output voltage of the 
analog peak detector drifts away from the actual peak value, causing an output power 
error at the beginning of the subsequent burst. (ii) A fast monitor photodiode that can 
operate at the bit-rate speed is required. (iii) The power dissipation in the TIA and 
peak detector, which also must operate at bit-rate speed, can be large. 

Another approach, based on an integrate-and-dump circuit and digital storage, 
avoids these shortcomings. Figure 8.23 shows the basic operation of this APC 
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[160, 1621. The power level is stored in a digital upldown counter, which can hold 
the precise power level as long as the’power supply is up; therefore, output power 
errors at the beginning of the burst are avoided. The power level is increased or de- 
creased in between bursts with the “Burst Clock” signal. The count direction is given 
by the uptdown signal %la:’ which is generated by the integrate-and-dump circuit: 
before the burst starts, capacitor C is discharged by briefly closing the reset switch 
S R ,  setting the voltage at node x to zero, ux = 0 (the dump phase). During the burst, 
the photodiode current, i p ~ ( t ) ,  charges the capacitor C (the integrate phase). Simul- 
taneously, the reference current ZREF, which represents the desired peak current, is 
modulated by switch SD with the transmitted data producing  REF(^). While i p ~ ( t )  

charges the capacitor, im~( t )  discharges it. At the end of the burst, the capacitor is 
charged to the following voltage: 

where IPD is the peak value of the photodiode current, nl is the number of ones in 
the burst, and B is the bit rate. In deriving the second expression in Eq. (8.18), we 
assumed that ipg = 0 during the transmission of zeros, as it would be the case for a 
transmitter without laser bias current. ‘The comparator then compares the voltage at 
node x with 0 V, the reset voltage. As we can see from Eq. (8.18), the polarity outcome 
of this comparison is independent of C ,  B ,  and nl ; it is only affected by the difference 
between the photodiode peak current and the reference current, l p ~  - IREF, as desired. 
If this difference is positive, the power is too high and the counter is stepped down; 
if it is negative, the power is too low and the counter is stepped up. Note that the 
integration period in Eq. (8.18) is uncritical and could be made shorter than one burst 
or extended to include multiple consecutive bursts without changing the result. 

Data 

Burst Clock 

Power 
Control 
(Digital) 

Fig. 8.23 Burst-mode APC based on an integrate-and-dump circuit and digital storage. 

The photodiode capacitance, which was limiting the bandwidth in the peak- 
detector approach of Fig. 8.22, now (can serve as the integration capacitor, C, or 
a part thereof. Thus, there is no need for a fast monitor photodiode. In general, 
the burst-by-burst operation of the integrate-and-dump approach permits a slower 
and lower power implementation wheni compared with the bit-by-bit operation of the 
peak-detector approach. Also, note that the circuit in Fig. 8.23 performs mark-density 
compensation, that is, it works accurately even for bursts that contain an unknown 
and varying amount of zeros and ones. As we discussed in Section 8.2.6, this com- 
pensation is achieved by varying the reference level in proportion to the mark density. 
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In this implementation, the reference level happens to be IREF rather than VMF, and 
the switch SD is used to modulate this level with the mark density. If the mark density 
within a burst is known to be always equal to 50%, for example, because line coding 
is used, the switch SD can be omitted and the current source IREF can be replaced by 
IREF/2. [+’ Problem 8.111 

End-of-Life Detection. Just as for continuous-mode laser drivers, EOL detection 
can be implemented with a circuit that is very similar to the APC circuit. But for 
burst-mode laser drivers, where the transmitted data consists of discrete bursts, it is 
possible to use a single circuit and time multiplex it to do both the APC and the EOL 
functions: during a first burst, the reference current in Fig. 8.23 is set to IREF and the 
circuit performs APC; during a second burst, the reference current is reduced to, say, 
IREF/2 and the same circuit performs EOL detection. (The upldown counter needs 
to be disabled during EOL detection.) The advantage of this multiplexing scheme is 
that it performs two functions at the power consumption of one [161, 1621. 

8.2.10 Analog LaserAModulator Driver 

Analog optical transmitters are used, for example, in CATVMFC applications as well 
as for fiber links between cellular-radio base stations and remote antennas. In contrast 
to digital transmitters, analog laser/modulator drivers must be highly linear, that is, 
the transmitted optical power must vary linearly with the driver’s input voltage. The 
linearity of a CATV transmitter is specified in terms of composite second order (CSO) 
and composite triple beat (CTB) distortions (cf. Section 4.8). Typical numbers for 
a good AM-VSB transmitter are CSO < -60 dBc and CTB < -65 dBc. Further- 
more, analog transmitters must be low in noise, for example, the carrier-to-noise ratio 
(CNR) of an AM-VSB transmitter should be near 50dB (cf. Section 4.2). Often, the 
largest noise component is the relative intensity noise (RIN) generated by the laser 
(cf. Section 7.2), whereas the driver circuit itself is less noise critical. 

The implementation of a simple analog laser driver is shown in Fig. 8.24. The 
current source I B  supplies the bias current through an RFC to the laser. A linear am- 
plifier injects the RF signal current through capacitor C into the laser. The magnitude 
of the RF current is given by the amplifier’s output voltage, U O ,  and the combined 
resistance of the matching resistor (44 S2) and the laser diode (6 S2 typical), which in 
our example is equal to 50 C2 (it is assumed that the impedance of C is low at the 
frequencies of interest). Thus, the total laser current, i ~ ,  is related to the amplifier’s 
output voltage by the linear equation i~ = 1~ + uo/50  S2, where U O  is taken to be 
average free. For an overall linear system, the optical output power of the laser also 
must be linearly related to the laser current i~ . To achieve this goal, the laser current 
must stay within the linear part of the laser’s L/I curve. The low end of this range is 
near the threshold current, whereas the high end depends on nonlinear leakage cur- 
rents, which reduce the slope efficiency at high currents. Apart from the nonlinearity 
of the L/I curve, dynamic laser nonlinearities must be considered as well. 

Figure 8.25 shows the simplified schematic of a linear wideband amplifier for 
CATV applications with a bandwidth of about 900 MHz [ 13 11. Such amplifiers typ- 

TEAM LinG



DRIVER CIRCUIT CONCEPTS 291 

Fig. 8.24 Simple analog laser driver. 

ically are implemented as hybrid modlules in thin film technology. The necessary 
linearity of the amplifier is obtained with a differential topology, also known as push- 
pull topology, and with linear feedback networks. The differential topology reduces 
even-order distortions by virtue of its symmetry, and the linear feedback networks 
suppress the remaining odd-order distortions. In the circuit of Fig. 8.25, a trans- 
former converts the single-ended input signal to differential form and also provides 
impedance matching. The balanced signal from the transformer drives a differential 
pair, which is biased at a rather high current to minimize distortions (class A am- 
plifier). The resistors Rs, RL and R F ,  R> provide linear series and shunt feedback 
to improve the linearity. At the output, a second transformer converts the balanced 
signal back to single-ended form and also provides impedance matching. 

Fig. 8.25 Lin’ear wideband amplifier. 

Like digital transmitters, analog optical transmitters can make use of direct mod- 
ulation or external modulation. As we know, external modulation has the advantage 
of low optical chirp, which is important when transmitting at the 1.55-pm wave- 
length. Furthermore, external modulation permits the use of a CW laser that is op- 
timized for low IUN noise. For example, the neodymium doped yttrium-aluminum- 
garnet laser (Nd:YAG) can generate 50 to 200 mW of optical power at 1.3 p m  with 
RZN < - 165 dB/Hz [ 1061. Thus, besides the laser driver discussed above, modulator 
drivers for EAMs and MZMs also are a4 interest. Unfortunately, external modulators 

TEAM LinG



292 LASER AND MODULATOR DRIVERS 

are inherently nonlinear, which makes the use of a linearization technique necessary 
In the following, we discuss two important linearization techniques: optical feedfor- 
ward linearization and predistortion linearization. Linearization techniques also can 
be applied to laser drivers to improve the yield (more tolerance to nonlinear leakage 
currents), or to permit higher optical output power levels, or both. 

Optical Feedforward Linearization. Optical feedforward linearization capitalizes 
on the fact that it is easier to build a linear receiver than a linear transmitter. Fig- 
ure 8.26 illustrates the principle of operation. A first transmitter (TX1) converts 
the electrical input signal UI into an optical signal by means of external or direct 
modulation. Unavoidably, this transmitter introduces some undesirable distortions: 
s + d = signal + distortions. A highly linear receiver (Rx) picks up a fraction of the 
transmitted signal through an optical power splitter. The received signal is compared 
with the original signal, u l ,  to determine the distortions contained within it. The 
inverted distortions then are converted to an optical signal with a second transmitter 
(TX2) and added to the main signal with an optical power combiner. At the output 
of the combiner, the optical signal ideally is free of distortions: s + d - d = s. Note 
that the optical compensation signal from TX2 must be at a different wavelength than 
the main signal from TXl to avoid coherent interference. 

fig, 8.26 Principle of optical feedforward linearization. 

Optical feedforward linearization has the advantage that it can compensate any 
type of nonlinearity and can automatically track changes in the nonlinearity resulting 
from temperature variations and aging. In principle, feedforward linearization can 
even suppress the noise produced by transmitter TXI . A limitation of this approach 
is the nonlinearity (and noise) introduced by TX2, which is not compensated. For 
better linearity, direct modulation normally is preferred for TX2. Also, because the 
optical main signal and the compensation signal must be at different wavelengths, 
chromatic dispersion in the fiber desynchronizes the signals resulting in larger distor- 
tions for longer fibers. In general, the optical feedforward system is quite complex 
and requires careful tuning of the gains and delays. Nevertheless, an average distor- 
tion reduction of 20 dB has been achieved with feedforward linearization applied to a 
directly modulated transmitter [41]. Similarly, 12- to 20-dB distortion reduction has 
been achieved for a transmitter with an EAM [54]. 
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Predistortion Linearization. Another method to reduce distortions is predistortion 
linearization. In this approach, the inverse function of the transmitter’s nonlinearity 
is used to predistort the analog signal before it is fed into the transmitter. Ideally, the 
predistortion nonlinearity and the transmitter nonlinearity cancel each other, resulting 
in an optical output signal that is linearlly related to the original input signal. A diffi- 
culty of this linearization scheme is that it requires that the mathematical form of the 
nonlinearity is known. Also, in practice, it is difficult to make the two nonlinearities 
track each other over temperature variations and aging. 

The MZ modulator is a good candidate for predistortion linearization because its 
nonlinearity is well known (a sinusoid), consistent, and stable. Without linearization, 
the MZ modulator’s CTB performance: for a 60-channel system with a modulation 
index of 3.6% is limited to about -39 dBc because of odd-order distortions [ 1061. But 
even without linearization, low even-order distortions and good CSO performance 
can be obtained if the modulator is biased at the inflexion point of its nonlinear 
switching curve. Note that for the MZM’s sinusoidal switching curve, the inflexion 
point coincides with the quadrature point. The predistortion circuit shown in Fig. 8.27 
approximates the predistortion function YO = VO . arcsin(il/Il) required to linearize 
an MZ modulator [106]. The input corrents, I + i I  and I - i I ,  are provided by 
a predriver with differential current outputs. The diode loads at the input and the 
diodes degenerating the emitters of the differential pair perform the predistortion. 
The differential output voltage, YO, drives the MZ modulator. 

l+i ,  

I 4 
fig. 8.27 Predistortion circuit for MZ modulators. 

A controller, similar to the ABC circuit shown in Fig. 8.20, can be used to au- 
tomatically adjust the MZM’s bias and the predistortion circuit’s gain for optimum 
performance. More specifically, two small-signal pilot tones can be injected into the 
driver to produce distortion products in the optical output signal at known frequencies. 
A first negative feedback loop adjusts the bias voltage until the second-order distor- 
tion products are minimized, while a second loop adjusts the predistorter’s operating 
point until the third order products are minimized. By combining a predistortion 
circuit with such a controller, a CTB of better than -65 dBc and a CSO of better than 
-70 dBc has been achieved [106]. 

Predistortion linearization also can be applied to laser drivers. In the approach 
taken in [13], artificial distortions are g,enerated by feeding two slightly mismatched 
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and nonlinear amplifiers with the analog input signal and its inverse. Summing the 
outputs of the two amplifiers yields a variety of distortion products while suppressing 
the fundamentals. To align the artificially generated distortions with the laser dis- 
tortions such that they are equal in magnitude but opposite in phase, they are passed 
through an attenuator, phase shifter, and frequency filter. Then, they are added to a 
delayed copy of the original input signal to produce the predistorted signal for driv- 
ing the laser. With the laser in place, the amplitude, phase, and frequency tilt of the 
predistorter are adjusted until the CSO/CTB performance is optimum. 

8.3 DRIVER CIRCUIT IMPLEMENTATIONS 

In the following, we examine some representative transistor-level laser- and 
modulator-driver circuits that have been reported in the literature. These circuits 
illustrate how the design principles discussed in the previous section can be imple- 
mented in a broad variety of technologies using different types of transistors such as 
the metal-semiconductor field-effect transistor (MESFET), the heterostructure field- 
effect transistor (HFET), the bipolar junction transistor (BJT), the heterojunction bipo- 
lar transistor (HBT), and the complementary metal-oxide-semiconductortransistors 
(CMOS) (cf. Appendix D). 

8.3.1 MESFET and HFET Technology 

Open Drain Modulator Driver. Figure 8.28 shows the schematic of the GaAs- 
FET output stage reported in [182]. This stage is part of a 10-Gb/s EAM driver 
and is implemented in a 0.35-pm GaAs-PHFET technology. The transistors in this 
circuit are depletion-mode FETs, which means that they conduct current when the 
gate-source voltage is zero. 

Fig. 8.28 MESFET/HFET implementation of an EAM-driver output stage based on [182]. 

The output stage consists of an FET current-steering circuit, M I  and M i ,  which 
dumps the tail current from M2 either into the positive power supply (no dummy 
load is used) or into the EAM load. The driver has an open drain output (no back 
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termination) and connects to the EAM load either directly, as shown in the figure, or 
through a transmission line. The extemal load consists of a single-ended EAM with 
a 5042 resistor, R p ,  in parallel. In Fig. 8.28 and all subsequent driver schematics, we 
make a distinction between the on-chip supply, VDD, and the off-chip supply, VhD, 
to which external components, such as the load, connects. This distinction clarifies 
the flow of on-chip and off-chip supply currents. The output voltage swing of the 
modulator driver can be adjusted with tlhe voltage VSC, which controls the tail current 
from M2. The output bias voltage of the modulator driver, as shown, is zero, but it 
can be made nonzero by injecting a DC current into the EAM load. 

The FETs M J  and Mi in the output stage have a channel width of 400pm and 
present a considerable input capacitance. Thus, a two-stage predriver is used to drive 
this output stage. Each predriver stage consists of a current-steering circuit followed 
by a source-follower pair (only the source-follower pair of the second stage, M3 and 
M i ,  is shown in Fig. 8.28). The chip further includes an input buffer with an on-chip 
5042 termination. 

In [94], a similar open-drain output stage has been reported, which is part of 
a 10-Gb/s EAM driver implemented in a 0.2-pm GaAs-PHFET technology. In 
contrast to Fig. 8.28, this implementation brings both drain outputs off chip. When 
driving a single-ended EAM load, an extemal dummy resistor must be connected to 
the unused drain. 

Modulator/Laser Driver with Back Termination. Figure 8.29 shows a simplified 
schematic of the GaAs-FET output stage reported in [79]. This stage is part of a 
40-Gb/s EAM driver and is implemented in a 0.2-pm GaAs-HFET technology with 
enhancement- and depletion-mode devices. 

v, 

Fig. 8.29 MESFET/HFET implementation of an EAM-driver output stage with back termi- 
nation based on [79]. 

The driver is connected to the EAR4 load through a 5042 transmission line. To 
avoid double reflections on the transmission line, both sides are terminated. The 
termination on the modulator side is provided by the external 5 0 4  resistor R p  and 
the termination on the driver side, the back termination, is implemented with the on- 
chip resistor R ;  . The value of R; is chosen to be 100 C2, rather than 50 Q, to reduce 

TEAM LinG



296 LASER AND MODULATOR DRIVERS 

the power dissipation while still achieving an effective back termination. To balance 
the output stage and to keep the on-chip supply voltage, VDD, quiet, the dummy load 
in the left branch of the current-steering circuit exactly mirrors the load in the right 
branch, that is, it consists of an on-chip 100-52 resistor, R1, and an external 50-52 
resistor, R D .  The peaking inductors, L 1 and L’, , improve the rise and fall times of 
the output signal. 

This output stage is preceded by a predriver, which consists of a cascade of three 
source-follower pairs, followed by a current-steering circuit, followed by another 
cascade of three source-follower pairs (only the last pair, M3 and Mi,  is shown 
in Fig. 8.29). Both cascades of source followers include R-C high-pass coupling 
networks to speed up the signal transitions, similar to the MA stage shown in Fig. 6.41. 
Two on-chip resistors connecting to the output nodes (not shown in Fig. 8.29) can be 
used to introduce a bias voltage across the modulator. The driver chip in [79] also 
contains a retiming flip-flop, which operates from a half-rate clock (20 GHz). 

The modulator driver circuit in Fig. 8.29 also is capable of driving a single-drive 
or dual-drive MZM. In the latter case, the external dummy resistor, RD,  is removed 
and each output is used to drive one port of the MZM. The same circuit also can act 
as a laser driver, if a bias current source, similar to Q5 in Fig. 8.32, is added. 

Modulator/Laser Driver with Active Back Termination. Figure 8.30 shows a 
simplified schematic of the GaAs-FET output stage reported in [138]. This stage is 
part of a 10-Gb/s laser/modulator driver and is implemented in a 0.25-pm GaAs- 
PHEMT technology. 

o V& (-5.2V) 

Fig. 8.30 MESFEWHFET implementation of an EAM-driver output stage with active back 
termination based on [ 1381. 

The modulator driver in Fig. 8.30 connects to the EAM load through a 50-52 
transmission line. To avoid double reflections on the transmission line, both sides are 
terminated. The termination on the modulator side is provided by the external 50-52 
resistor R p ,  whereas the back termination is implemented with an active circuit. As 
usual, the driver generates the output signal with a current-steering circuit, M1 and 
M i .  An on-chip dummy resistor, RD,  is included at the drain of MI.  A scaled- 
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down replica (IS) of the output stage, M2 and M i ,  generates a copy of the intended 
output voltage (without reflections). The source followers M3 and Mi buffer the 
replica signal and are sized such that their output impedance (x l/gm3) matches the 
transmission line impedance. The output impedance of the source follower M i  acts 
as the back termination and absorbs possible reflections. The current 13 through Mi 
is kept at the constant value ZO by means of a feedback circuit implemented with an 
op amp (not shown) that controls the voltage VC. The power dissipated in this active 
back termination circuit is P = (VDD - Vss) . ( I0  + f M / 8 ) ,  where 10 is the bias 
current for M i  (e.g., l0mA) and 1 ~ / 8  is the current in the scaled down replica (e.g., 
12.5 mA). For comparison, a passive lback termination with a resistor equal to the 
load resistor dissipates the much larger power P = (VDD - Vss) . Z M ,  where f M  is 
the modulation current (e.g., 100 mA) and no bias current has been assumed. 

The driver IC described in [I381 also includes on-chip terminated input buffers 
for the data and clock signals, a retiming flip-flop, and a pulse-width control circuit. 
The chip can be configured as a modulator driver driving a 50-52 load or as a laser 
driver driving a 25-52 load. In the latter case, two output stages are connected in 
parallel. The chip also provides a programmable DC current, which can be injected 
into the laser or modulator load to add a bias. Note that the feedback circuit that 
keeps 13 equal to I0 also prevents such a bias current from entering the active back 
termination (M;) .  

8.3.2 BJT and HBT Technology 

Open Collector Laser Driver. Figure 8.31 shows a simplified schematic of the 
bipolar output stage reported in [148]. This stage is part of a 2.3-Gb/s laser driver 
and is implemented in an 8-GHz Si-BJT technology. 

Fig. 8.37 BJT/HBT implementation of a laser-driver output stage based on [148]. 

The output stage consists of a bipolar current-steering circuit, Ql and Q;, with 
both collector outputs coming off chip. One output is terminated with an external 
dummy resistor, R D ,  and the other drives the laser load through a 2542 transmission 
line. The 20-52 series resistor, Rs, matches the laser impedance of about 5 52 to the 
transmission line. Even in applications without a transmission line, a small series 
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resistor Rs is desirable because it dampens the ringing and jitter caused by parasitic 
inductances (e.g., due to bond wires) in conjunction with laser and driver capacitances. 
The modulation current, IM, is supplied by the tail-current source consisting of Q2 

and an emitter degeneration resistor. The magnitude of the modulation current can be 
controlled with the voltage VMC. Similarly, the laser bias current, Z B ,  is supplied by the 
current source consisting of Q4 and its emitter degeneration resistor; the magnitude of 
I B  can be controlled with the voltage VBC. Note that the modulation and bias currents 
are provided through two separate terminals (pins). In this way, the bias current can 
be injected afier the series resistor, R s ,  avoiding an unnecessary voltage drop across 
this resistor and averting a potential headroom problem. This output stage is driven 
by a cascade of two emitter-follower pairs (only the last pair, Q3 and Q!,, is shown in 
Fig. 8.31). The emitter followers present a low output impedance to the output stage 
and provide level shifting to increase the collector-emitter voltage of Q 1 and Q; , thus 
boosting their maximum fr (cf. Section 6.3.2). 

In [154], a similar open-collector output stage has been reported, which is part of 
a lO-Gb/s laser driver implemented in a 55-GHz GaAs-HBT technology. In contrast 
to Fig. 8.31, a cascoded current-steering circuit is used and the laser is connected 
directly to the driver output, avoiding the transmission line and the series resistor R s .  
This direct laser connection permits the driver to run from a lower supply voltage, thus 
reducing the power dissipation. The chip in [ 1543 also contains an on-chip terminated 
input buffer and a predriver based on the Cherry-Hooper stage (cf. Section 6.4.2). 

Laser/Modulator Driver with Back Termination. Figure 8.32 shows a simplified 
schematic of the bipolar output stage reported in [ 1471. This stage is part of a 10-Gb/s 
laser/modulator driver and is implemented in a 25-GHz Si-BJT technology. 

Fig. 8.32 BJT/HBT implementation of a laser-driver output stage with back termination 
based on [ 1471. 

For this driver, the characteristic impedance of the transmission line (and the load) 
is chosen to be 50 52, which permits it to operated as a laser or modulator driver. When 
used as a laser driver, as shown in Fig. 8.32, a series resistor, Rs x 45 Q, matches 
the laser to the transmission line. To avoid double reflections on the transmission 

TEAM LinG



DRIVER CIRCUIT IMPLEMENTATIONS 299 

line, the driver incorporates the back termination resistors R1 and R; . Ideally, these 
resistors should match the 5042 transmission line; however, as a compromise between 
matching quality and power dissipatiaa, they were increased to 100 52. Note that 
these resistors add to the power dissipation by absorbing not only a good part of the 
modulation current from Q2, but also some of the bias current from Q5. The emitter 
degeneration resistors R2 and R$ are distributed among the emitter fingers to ensure 
an even current distribution within the transistors Q 1 and Q; . The peaking inductors, 
L1 and L; , improve the rise and fall times of the output signal and are realized with 
overlength bond wires. For versatility, for symmetry of the output stage, and to keep 
the on-chip supplies VCC and V C C ~  quiet, both outputs are brought off chip: when 
operating as a laser or EAM driver, one output is terminated with an external dummy 
resistor, R D ;  when driving a dual-drive MZM, both outputs are used. In Fig. 8.32, the 
laser bias current from Qs is applied to the laser cathode through an FWC to minimize 
the capacitive loading of this high-speed node. 

The input buffer and predriver for the output stage consists of a cascade of three 
emitter-follower pairs, followed by a current-steering circuit, followed by another 
three emitter-follower pairs (only the last pair, Q3 and Q[, with current sources Q4 
and Q;, is shown in Fig. 8.32). To obtain a clean eye diagram over a wide range 
of modulation currents, the tail current of the predriver's current-steering circuit as 
well as the bias currents of several emitter followers are vaned with the modulation 
current. Each bias current has a component that varies proportional to the modulation 
current (e.g., the currents provided by Q4 and Q&) as well as a component that is 
constant (not shown in Fig. 8.32). The input buffer and predriver of this chip also 
include means to control the pulse-width distortions and to equalize the rise and fall 
times at the laser/modulator load. The output stage runs from a higher supply voltage 
( V c n  and V&) than the rest of the chip, permitting a higher output voltage swing 
or a higher current into the 5042 load' without increasing the power dissipation of 
the input buffer and predriver. At the maximum swing, the collector-emitter voltage 
of Q 1 and Q', exceeds the open-base breakdown voltage of 3.7 V; however, the low 
output impedance of the predriver pushes the breakdown voltage to a higher value 
(cf. Appendix D.3). 

In [66], a similar output stage has been reported, which is part of a 4O-Gb/s EAM 
driver implemented in a 130-GHz InP-HBT technology. 

Modulator Driver with Built-In MUX. Figure 8.33 shows a simplified schematic of 
the bipolar output stage with built-in multiplexerreported in [97]. This circuit is part of 
a 40- to 50-Gb/s EAM driver and is implemented in a 72-GHz SiGe-BJT technology. 

The circuit shown in Fig. 8.33 combines the data-multiplexer and modulator-driver 
function into a single high-speed stage. Therefore, this circuit also is known as apower 
MUX. The CML-type multiplexer combines two 20-Gb/s data streams into a single 
40-Gb/s data stream, which then is used to drive the modulator. A 20-GHz clock 
signal is needed at the select input of the multiplexer. The power MUX works as 
follows: the constant current from Q4 (40-50mA) is steered by a first CML switch, 
Ql and Q;, to either one of two CML data switches, Q2, Q; or Q3, Q;, depending 
on the select signal. Then, the selected CML data switch steers the current either 
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Data 2 In 
(POGb/s) 

Data 1 In ow 
(POGbk) 

Select 
(20GHz) 

f VEE (-6.5V) 

Fig. 8.33 BJT/HBT implementation of a differential 40-Gb/s EAM-driver output stage with 
built-in MUX based on [97]. 

into the right or left branch, depending on the input data. The current from the 
MUX passes through the cascode transistors Q5 and Qi, which prevent breakdown- 
voltage violations and reduce the capacitance at the driver’s output. Finally, the MUX 
current drops over the load R ,  Q 6  or R’, Qk, where the driving voltage for the EAM 
is produced. The inductive load impedance presented by the emitters of Q6 and Qb 
improves the rise and fall times. The driver chip is directly connected to the EAM 
with low-inductance wire bonds (no transmission lines). The output voltage swing 
and output bias voltage can be adjusted with V,C and Vcc - VBC, respectively. The 
chip in [97] also includes on-chip terminated input buffers and predrivers for the 
two CML data switches, Q2,  Q; and Q3, Q;. Each buffedpredriver consists of two 
emitter-follower pairs, followed by a current-steering circuit, followed by another 
three emitter-follower pairs. 

The advantages of the power MUX approach over a conventional full-rate 4O-Gb/s 
modulator driver are as follows. (i) Phase shifts and jitter in the input data signals are 
suppressed by the MUX. Note that the MUX has a similar effect as a retiming flip 
flop. (ii) The rise and fall times of the output signal are improved and can, to some 
extent, be controlled by the clock signal swing. (iii) The half-rate predrivers for the 
data signals are less critical. 

The circuit in Fig. 8.33 drives the EAM differentially and thus requires a sym- 
metrical modulator. that is, it must be possible to drive both electrodes of the EAM 
independently (no shared electrode with the CW laser) and they must have small and 
similar capacitances to ground. The advantage of driving the modulator differentially 
is that only half of the voltage swing is required at each output. For example, a 1 -Vpp 
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signal at each output produces a 2-Vpp signal across the EAM. However, at the time 
of writing, such modulators do not seem to be commercially available. 

In [166], a similar output stage has been reported, which is part of a 40-Gb/s 
EAM driver implemented in the same 72-GHz SiGe-BJT technology. In contrast 
to Fig. 8.33, this driver operates at the full rate of 40Gb/s and thus has no built- 
in multiplexer. 

Modulator Driver with Distributed Output Stage. Figure 8.34 shows a sim- 
plified schematic of the distributed output stage reported in [202]. This stage is 
part of a 10-Gb/s MZ modulator driver and is implemented in a 50-GHz GaAs- 
HBT technology. 

L f  V& (-63) 

Fig. 8.34 BJT/HBT implementation of a distributed MZM-driver output stage based on 
[202]. (The input transmission lines and the emitter followers driving Q l ,  Qi, ... are 
not shown.) 

An important speed limitation of the current-steering circuit, especially when used 
as part of a high-swing MZM driver, is the time constant formed by the parasitic output 
capacitance of the large transistors and i he load resistor. To circumvent this limitation, 
the large output capacitance can be distributed into an artificial transmission line. This 
is done by splitting the current-steering transistor pair into n smaller pairs (first pair: 
Ql and Q ; )  and connecting them with inductors as shown in Fig. 8.34. With the 
appropriate value for the inductors L.  a pair of artificial transmission lines matched 
to the termination resistors R and the impedance of the MZM are formed. Now, the 
speed is limited by the cutoff frequency of the artificial transmission lines, which can 
be made high by choosing a large number of sections, n. A second pair of artificial 
transmission lines (not shown in Fig. 8.34) provides the differential input signals to 
the n sections of the distributed outpui. stage. Of course, this technique is the same 
that we already discussed for distributed amplifiers in Section 6.3.2. 

In [202], the number of sections was chosen to be five (n = 5). Each section 
consists of a current-steering circuit (first section: Ql and Q ; )  driven by a pair of 
emitter followers (not shown in Fig. 8.34). The emitter followers lower the input 
capacitance to the same level as the output capacitance, permitting the use of the 
same inductor value for the input and output transmission lines. Furthermore, the 
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emitter followers lower the input conductance and thus reduce the loss of the input 
transmission lines. The distributed output stage is driven by a lumped predriver 
with two stages. Each predriver stage consists of an emitter-follower pair followed 
by a current-steering circuit. A further advantage of the distributed output stage is 
its superior output matching (S22)  at high frequencies, which helps to avoid double 
reflections on the transmission lines to the MZM. 

The driver can be AC coupled to a dual-drive MZM as shown on the right-hand 
side of Fig. 8.34. Because of the push-pull configuration, a voltage swing of only 
one half of the switching voltage, V,, is needed per output. The output swing can 
be adjusted with the voltage Vsc, which controls the tail currents (first section: Q 2 )  

of the output stage as well as the currents in the predriver. The bias voltage VB is 
supplied to the MZ modulator through a bias T (RFC with coupling capacitor). The 
low-frequency pilot tone needed for the ABC (cf. Section 8.2.8) can be superimposed 
on Vsc. 

8.3.3 CMOS Technology 

Predriver. Figure 8.35 shows a simplified schematic of the CMOS predriver re- 
ported in [31]. This stage is part of a 10-Gb/s laser/modulator driver and is imple- 
mented in a 0.1 8-pm CMOS technology. 

Fig. 8.35 CMOS implementation of a predriver based on [31]. 

The predriver consists of a current-steering circuit, Mi and M i ,  which is loaded by 
a combination of the resistors R and R’, the T-coil networks L,  CB and L’, Cg , and the 
series inductors L1 and L{ . The MOSFETs M2 and M i  form a negative impedance 
converter (NIC), which inverts the capacitance C and thus present the predriver with a 
negative load capacitance equal to about -C. This negative capacitance compensates 
about 30% of the output stage’s large input capacitance (from M3 and M;). The 
remaining capacitance is driven with the help of the T-coil networks, which provide a 
significant bandwidth boost (cf. Section 6.3.2). The T-coil networks are realized with 
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on-chip coupled inductors. The inductors L1 and L; provide series peaking, which 
further increases the bandwidth. 

In [31], this predriver is followed by a current-steering output stage, M3 and M i ,  
with passive 7 5 4  back termination. The predriver and the output stage form one of 
three identical “driver slices” that constitute the reconfigurable laser/modulator driver 
chip. When configured as a laser driver, all three slices are enabled and operate in 
parallel; when configured as a modulator driver, only a single slice is enabled. 

Burst-Mode Laser Driver. Figure 8.36 shows a simplified schematic of the CMOS 
low-power laser driver reported in [ 1621. This circuit is part of a 155-Mb/s burst-mode 
laser driver for PON applications and is implemented in a 0.5-pm CMOS technology. 

Compensation 

v , o  

vss 

A Power Control 

Fig. 8.36 CMOS implementation of a low-power burst-mode laser driver based on [ 1621. 

In contrast to the drivers discussed so far, this driver uses current switching instead 
of current steering. This means that during the transmission of a zero, the modulation 
current is shut off rather than steered into a dummy load. As a result, the average 
power dissipation is reduced by a factor two. This scheme is particularly suitable 
for burst-mode laser drivers because it automatically powers down the output stage 
during idle periods, that is, when no bursts are transmitted. For example, if the average 
burst activity is lo%, the total power savings are 20x. Furthermore, the driver in 
Fig. 8.36 operates with zeru laser bias current. This mode of operation ensures the 
high interburst extinction ratio required for burst-mode drivers (cf. Section 8.2.9) and 
saves additional power. 

As we know, operating a laser without bias current results in a turn-on delay 
and turn-on delay jitter (cf. Section 7.2). The turn-on delay can be compensated 
by predistorting the pulse width of the input data signal. The simple turn-on delay 
compensation circuit shown in Fig. 8.36 delays the falling data edge by an amount 
equal to the laser’s turn-on delay. On the falling edge of V I ,  the output of the first 
inverter is loaded by C1 (through M I  ), causing a delay of this edge. The amount of 
delay can be controlled with the gate voltage of M I ,  VTODC. On the rising edge of UI, 
M2 discharges C1 rapidly preventing a similar delay of the latter edge. Unfortunately, 
the turn-on delay jitter cannot be compensated in a similar manner because of its 
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random nature. But in low-speed applications up to about 155 Mb/s, it is unlikely to 
cause problems. 

The laser driver in [ I621 also features a p-MOS shunt transistor across the laser 
diode (not shown in Fig. 8.36) to suppress an optical tail at the end of the burst. A 
digital APC circuit controls the output power by selectively enabling some of the N 
parallel current-switching transistors shown in Fig. 8.36. Because these transistors 
have widths proportional to 2n with n = 0 . .  . N - 1, they form a built-in binary 
D/A converter. As discussed in Section 8.2.9, the N-bit word is generated with 
an upldown counter controlled by an integrate-and-dump circuit. The chip further 
includes an end-of-life detector with selectable threshold. 

LED Driver. Figure 8.37 shows a simplified schematic of the CMOS LED-driver 
output stage with preemphasis reported in [17 11. This stage is part of a 125-Mb/s Eth- 
ernet transmitter (1  OOBase-FX) and is implemented in a 0.5-pm CMOS technology. 

fig. 8.37 CMOS implementation of a LED-driver output stage with preemphasis based 
on [171]. 

The current source I M  supplies the modulation current of typically 70 mA. This 
current source has a built-in positive temperature coefficient to compensate for the 
negative temperature dependence of the light-emitting diode’s (LED’S) slope effi- 
ciency. A current-steering circuit, M I  and M i ,  modulates I M  and drives the LED. 
An external dummy resistor terminates the unused output of the driver. To enhance 
the speed of the inherently slow LED, a small bias current, ZL, and a preemphasis 
scheme are used. The preemphasis works as follows: during the first 2.5 ns of the 
8 4 s  bit period, an additional current, I p ~ l ,  is forced into the LED by means of switch 
M3 to improve the optical rise time. Similarly, at the end of the bit period, M2 turns 
on to discharge the LED with IpEO, thus improving the optical fall time. 

The LED driver in [171] is part of a large mixed-signal chip for Ethernet fiber 
(100Base-FX) to twisted-pair (1 OOBase-TX) media conversion. It also includes the 
main amplifier and clock and data recovery circuit for the optical receiver. 
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8.4 PRODUCT EXAMPLES 

Tables 8.1 and 8.2 summarize the main parameters of some commercially available 
laser and modulator drivers. The numbers have been taken from data sheets of the 
manufacturer that were available at the time of writing. For up-to-date product in- 
formation, please contact the manufacturer directly. Rise and fall times, tabulated 
under t R .  F ,  are measured from 20% to 80%. The compliance voltage of laser drivers, 
UO.min, is measured relative to the negative power-supply terminal. The power dissi- 
pation numbers quoted for the laser drivers are under the condition of zero modulation 
and bias currents. Similarly, the power dissipation numbers quoted for the modulator 
drivers are for zero modulation and bias voltages, except for the numbers enclosed in 
parenthesis, which are quoted for the marximum voltage swing. For modulator drivers 
with a single-ended output, the maximum voltage swing, tabulated under Vs.max, is 
followed by “(s).” For modulator drivlers with differential outputs, the differential 
voltage swing is given followed by “(d).” 

From these tables, we see that the power consumption of current 2.5- and lO-Gb/s 
laser and modulator drivers is rather high. Even with zero output signal, it is in the 
range of 0.2 to 1.4 W. For a typical output current (or voltage swing), this value 
increases roughly by 0.1 to I W. Note that most modulator drivers listed are im- 
plemented in a GaAs technology. GaAs FETs are preferred over other high-speed 
devices such as SiGe BJTs because of their higher breakdown voltage. The reader 
may wonder about the difference between the similar 2.5- and 10-Gb/s laser drivers 
from Agere: the LG1627BXC and TCLDOl 10G both contain a retiming flip-flop, 
whereas the LGI625AXF and TLADOI 10G do not. 

8.5 RESEARCH DIRECTIONS 

The research effort focusing on laser and modulator drivers can be divided roughly 
into four areas: higher speed, higher integration, lower power, and lower cost. In the 
following, we briefly touch on these areas. 

Higher Speed. It was pointed out in1 Section 5.5 that many research groups are 
now aiming at the 40-Gb/s speed and beyond. To this end, fast modulator drivers, 
possibly with integrated MUX, must be designed. Usually, heterostructure devices, 
such as HBTs and HFETs, based on coimpound materials, such as SiGe, GaAs, and 
InP, are used to reach this goal (cf. Appendix D). 

The following papers on high-speed laser and modulator drivers were pub- 
lished recent1 y : 

0 In SiGe-HBT technology, a 23-Gb/s modulator driver with 3.5-V,, single- 
ended swing, a 40-Gb/s EAM driver with 1.0-V, single-ended swing, and a 
50-Gb/s EAM driver also with 1 .O-V,, single-ended swing have been reported 
in [167], [166], and [97], respectively. 
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0 In GaAs-HFET technology, a 20-Gb/s laser driver has been reported in [196]; 
40-Gb/s modulator drivers with a single-ended swing of 2.9Vpp and 6V,, 
have been reported in [79] and [ 1721, respectively. 

0 In InP-HBT technology, a 20-Gb/s modulator driver with 4.0-V,, single-ended 
swing and a 40-Gb/s EAM driver with 2.2-V,, single-ended swing have been 
reported in [89] and [66], respectively. 

Higher Integration. Another area of research aims at higher integration by com- 
bining the laser diode, monitor photodiode, and the driver circuit on the same chip, 
creating a so-called optoelectronic integrated circuit (OEIC). For example, a com- 
plete transmitter consisting of a 1.5-pm distributed feedback (DFB) laser and an 
HFET driver circuit have been integrated on a single InP substrate [84]. However, it 
is a challenge to combine laser and cincuit technologies effectively into a single one 
because of the significant structural differences between lasers and transistors. For 
example, lasers require mirrors or gratings for their operation, whereas transistors 
don’t. As a result, transmitter OEICs are not as far advanced as receiver OEICs. 

An alternative to the above-mentioned monolithic OEICs is the integration of 
lasers and drivers by means of flip-chip technology. An important advantage of this 
flip-chip OEIC approach is that the technologies for the laser chip and the driver 
chip can be chosen (and optimized) independently, thus avoiding the compromises of 
monolithic OEICs. 

Lower Power. With increasing miniaturization of the transceiver modules, the heat 
generated by the driver becomes a moire serious problem. When using an uncooled 
laser, the heat from the driver may degrade the laser’s performance and lifetime; when 
using a cooled laser, the thermoelectric cooler must work extra hard to remove the 
heat from the laser and the driver. Therefore, low-power laser drivers are a subject 
of great interest. 

The power dissipation and the associated heating can be reduced by lowering the 
supply voltage and coupling the driver directly to the laser, that is, avoiding a trans- 
mission line and the losses due to matching and termination resistors. Copackaging 
techniques can be used to keep the package and interconnect parasitics small. To ob- 
tain a good eye quality in direct-coupled high-speed drivers, it is important to model 
the L-C parasitics accurately and to dampen them sufficiently to minimize ringing 
and jitter. 

Lower Cost. Another area of research is focusing on the design of high- 
performance drivers in low-cost, mainistream technologies. For the reasons already 
given in Section 5.5, digital CMOS is of particular interest. 

For example, 1 O-Gb/s, 0.18-pm CMOS laser drivers have been reported in [ 1281 
and [31]. A laser driver for a fiber-to-the-home system must be very low cost to be 
competitive with traditional telecom services and low power to minimize the size and 
cost of the back-up battery. Such a CMOS burst-mode laser driver consuming only 
15 mW has been reported in [ 1621. 
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8.6 SUMMARY 

The main specifications of digital laser and modulator drivers are as follows: 

0 The modulation and bias current ranges for laser drivers, which must be large 
enough to operate the desired laser under worst-case conditions. In particular, 
uncooled lasers require large current ranges. 

0 The output voltage range (or compliance voltage) for laser drivers. The low 
end of this range should be as low as possible to permit DC coupling of the 
laser while maintaining a low supply voltage. 

0 The modulation and bias voltage ranges for modulator drivers, which must be 
large enough to operate the desired modulator under worst-case conditions. In 
particular, high-speed Mach-Zehnder (MZ) modulators require a large modu- 
lation voltage (or voltage swing). 

0 The power dissipation, which should be as low as possible to save power and 
limit undesirable heat generation. 

0 The rise and fall times, which must be short compared with the bit period. 
However, the rise time of laser drivers should not be too short to limit the 
generation of optical chirp. 

0 The pulse-width distortion, which usually is compensated with an adjustable 
pulse-width control circuit. 

0 The jitter generation, which must be very low for SONET compliant transmitter. 

In addition, some standards, such as SONET, require that the transmitted optical 
signal complies with a given eye mask. 

The output stage of most laser and modulator drivers is based on the current- 
steering circuit, which has the following advantages: high switching speed, low 
noise generation, low noise sensitivity, and programmability of the output signal 
swing. DC or AC coupling can be used to connect the current-steering output stage to 
the laser or modulator load. AC coupling permits a lower supply voltage, but requires 
more external components. The driver can be connected to the laser or modulator 
either directly ( e g ,  through a short bond wire) or through an impedance-matched 
transmission line (with or without back termination). The use of a transmission line 
permits a larger distance between the driver and the laser or modulator. 

A predriver, which provides voltage gain and a low-impedance output, normally 
is used to drive the large output stage. Pulse-width control to compensate for pulse- 
width distortions usually is implemented by introducing an adjustable offset voltage 
at the input of the predriver. A flip-flop for data retiming can be used to reduce jitter 
and pulse-width distortions at the driver output. In laser drivers, an automatic power 
control (APC) circuit uses negative feedback from the monitor photodiode to keep the 
optical output power, and optionally the extinction ratio (ER), constant. Similarly, 
for MZM drivers, an automatic bias control (ABC) circuit is required to stabilize 
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the operating point of the MZ modulatlor. Some laser drivers feature an end-of-life 
detector, which issues an alert that the laser must be replaced soon. Burst-mode 
laser drivers require a very high interburst ER and a special APC circuit that operates 
correctly for a bursty data signal. Analog laser/modulator drivers must be highly linear 
to minimize signal distortions and thus often incorporate a linearization scheme. 

Laser and modulator drivers have been implemented in a wide variety of technolo- 
gies including metal-semiconductor FET (MESFET), heterostructure FET (HFET), 
BJT, heterojunction bipolar transistor (IIBT), BiCMOS, and CMOS. 

Currently, researchers are working on 40-Gb/s modulator drivers and beyond, 
drivers integrated with the laser or modulator on the same chip, low-power laser 
drivers, as well as laser and modulator drivers in low-cost technologies such as CMOS. 

8.7 PROBLEMS 

8.1 Switching a Current-Steering Circuit. (a) Calculate the differential voltage 
necessary to completely switch an FET current-steering circuit (without source 
degeneration). The tail current is I M  and the FETs can be described by the 
quadratic model I D  = pnC&/2 . W / L  . (VGS - VTH)*. (b) Calculate the 
differential voltage necessary to switch a BJT current-steering circuit (without 
emitter degeneration) such that 99% of the tail current flows into one output. 
The tail current is I M ,  and the I3JTs can be described by the model Ic = 
k o  . exP(vBE/ VT). 

8.2 Interconnect Inductance. A 5.1!-V, lO-Gb/s laser driver has 30-ps rise and 
fall times (measured from 20% to 80%) and is programmed for a modula- 
tion current of 5OmA. The DC-coupled laser and the series resistor together 
drop 2.5 V (when the laser is on) and the driver has a compliance voltage of 
1.5 V. What is the maximum inductsnce that can be tolerated in the driver-to- 
laser interconnection? 

8.3 Current Efficiency for Passive Rack Termination. A laser driver is imple- 
mented with a passive back termination, RT that matches the characteristic 
impedance of the transmission line, Ro. The laser’s IN characteristics can be 
modeled as VL = VTH + RLD . I L  . To provide matching with the transmission 
line, a resistor Rs  = RO - RLD is used in series with the laser. The tail cur- 
rent of the output stage is Ih and the bias current, which is injected into the 
laser through an FWC, is I;. (a) What fractions of Ih and I; end up doing 
useful work in the laser? (b) How large are these fractions given Ro = 25 Q, 
RLD = 6 a, and VTH = 1 V? 

8.4 Passive vs. Active Back Termination. Calculate the output voltage, vg. as 
a function of the input voltage, 111, and the output current, ig, for the three 
idealized circuits shown in Fig. 8.38. How do these circuits relate to a driver 
with passive and active back termiination? 
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Fig. 8.38 Three implementations of a voltage controlled source with output resis- 
tance R .  

8.5 Pulse-Width Controller. A pulse-width controller operating according to the 
principle illustrated in Fig. 8.13 receives an input signal with the differential 
voltage swing 4‘’ and the symmetrical 20% to 80% rise/fall times t~ = t F .  

(a) Given the offset voltage VOS, what is the pulse-width distortion, t p w ~ ,  that 
it can compensate? Assume that VOS << 4”. (b) Given t~ = t~ = 0.3 UI and 
VOS = -0.14’’ . . . 0.14’, what is the range of PWD that can be compensated? 

8.6 Speed of MOS CML. A MOS CML inverter, consisting of an n-MOS differ- 
ential pair, load resistors R and R’, and a tail-current source I l ,  is loaded by 
another identical inverter. The differential output voltage swing of the inverter 
is 4’ and the differential input switching voltage (peak-to-peak) is 4Ym,,. 
(a) Assuming the quadratic MOS model and considering only the gate-source 
capacitance, calculate the 20% to 80% rise/fall times in response to a square- 
wave input signal. (b) Assuming the “large-signal gain” u p d ) / ~ ~ m l , ,  is set to its 

minimum value of one, how does the speed depend on the logic swing, $’? 

8.7 Power Penalty due to Finite APC Loop Bandwidth. A single-loop APC with 
a simple R-C loop filter, as shown in Fig. 8.16, is used to control the average 
output power of a transmitter. Assume that the gain A of the op amp is frequency 
independent, a change in laser current AIL causes the monitor-photodiode 
current to change by .$ . AIL,  and a change in bias control voltage AVBC causes 
the bias current to change by g, . A VBC. What is the low-frequency cutoff of 
the transmitter and how large is the associated power penalty? 

8.8 Extinction Ratio and Slope Efficiency. A laser driver with a single-loop APC 
has a constant modulation current l M ,  whereas the bias current I B  is controlled 
such that the average optical power remains at p. (a) How does the extinction 
ratio depend on the slope efficiency of the laser? Assume that the optical power 
from the laser is P = 6 .( I L  - I T H )  for laser currents above threshold, I L  > ITH,  
and zero for laser currents below threshold. (b) What value does ER assume 
if the slope efficiency drops by 30% and the original extinction was perfect? 
(c) What nominal ER value is required such that ER > 8.2 dB is guaranteed 
even if the slope efficiency drops by 1 O%? 

8.9 Modulation Current Control. The slope efficiency and the threshold current 
of a laser have been measured as a function of the temperature and are given 
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in Table 8.3. A laser driver with a single-loop APC controls the bias current of 
this laser such that the average optical power is held at -3 dBm. Excluding the 
dual-loop APC approach, how can the modulation current be controlled such 
that the ER remains substantially constant? 

Table 8.3 Laser characteristics for Problem 8.9. 

Temperature Slope Efficiency Threshold Current 
(“C) (mW/mA) (mA) 

-40 
20 
80 

0.08 
0.07 
0.05 

2 
10 
35 

8.10 Automatic Bias Control for MZMs. In an ABC circuit for MZMs as shown 
in Fig. 8.20, the pilot tone oscillator generates a sine wave with the frequency 
w / 2 x  and an amplitude of 1 V; the mixer has a gain of 20dB/V. Assuming 
the MZM transmits a long string of ones, the output signal from the TIA is 
uo = Vo[l f . sin(wt)]. What is the signal at the mixer output and what is 
the resulting bias voltage? 

8.11 Mark-Density Compensation. :Show mathematically that if the mark density 
within each burst always is 50%, the switch So in the burst-mode APC circuit 
of Fig. 8.23 can be omitted and ]REF can be replaced by IREF/2. 
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Appendix A 
Eye Diagrams 

The eye diagram is an intuitive graphical representation of electrical and optical 
communication signals. The quality of these signals (the amount of intersymbol 
interference [ISIJ, noise, and jitter) can be judged from the appearance of the eye. Eye 
diagrams frequently are used in the literature to document signals in optical receivers 
and transmitters. In the following, we explain how to produce eye diagrams from 
measurements and simulations. We also discuss how to determine the eye openings 
and eye margins of an eye diagram. 

Definition. The waveform of a communication signal, such as a non-return-to- 
zero (NRZ), a return-to-zero (RZ), or a 4-level pulse amplitude modulation (PAM-4) 
signal, can be turned into an eye diagram or eye pattern by folding the time axis 
modulo a whole number of bit (or syimbol) intervals. For example, in Fig. A. 1 ,  the 
waveform of an NRZ signal with mild IS1 is folded modulo a two-bit interval. To 
do that, the waveform is first cut into two-bit segments: half a bit on the left, a 
full bit in the center, and half a bit on the right. Because the IS1 in our example is 
limited to just one bit to the right and heft, there are essentially eight distinct segments 
corresponding to the three-bit binary words: 000,001,010,011, 100, 101, 110, and 
11 1 (see the left-hand side of Fig. A. 1 :I. In the case of a signal with stronger JSI, more 
segments with distinct shapes exist and must be taken into account. Next, all these 
segments are superimposed, as shown on the right-hand side of Fig. A.l,  resulting in 
the eye diagram. 
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0 0 011 

0 1 011 

1 0 011 

1 1 011 

-c 

1 Eye Diagram: 

Fig. A. 1 
all possible bit sequences. 

Construction of an eye diagram by superimposing the waveforms corresponding to 

An important advantage of the eye diagram over the linear signal waveform is that 
all possible bit transitions can be displayed in a compact representation. 

Measurement. The setup shown in Fig. A.2 can be used to display an eye diagram 
on an oscilloscope. A pulse pattern generator produces an NRZ data signal and a 
clock signal. The data signal usually encodes a pseudorandom bit sequence (PRBS), 
which can be produced with a feedback shift register, as shown in Fig. 1.4. The data 
signal is passed through the device under test (DUT) and the output signal is fed to 
the vertical input of an oscilloscope. To display the eye diagram on the oscilloscope, 
it must be triggered from the clock signal, not the data signal. Usually, the bit-clock 
signal from the pattern generator is used for this purpose, as shown in Fig. A.2. 
Alternatively, a phase-locked loop (PLL) can be used to recover a periodic trigger 
signal from the output signal of the DUT. However in this case, the eye diagram 
will be somewhat different: on one hand, some low-frequency jitter produced in the 
DUT is suppressed because it is tracked by the PLL, on the other hand, some new 
jitter produced in the PLL is added to the eye. Some oscilloscopes have the option 
to display the frequency at which a certain point in the eye is reached with a color 
code, so-called color grading. Figure A.3 shows the eye diagram of an NRZ signal 
obtained with a sampling oscilloscope. 
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Pulse Pattern Generator Oscilloscope 

Fig, A2 Measurement of an eye diagram with an oscilloscope. 

Fig. A.3 Eye diagram of an NRZ signal measured with a sampling oscilloscope. Darker 
regions are sampled more often. 

Simulation. To produce an eye diagTam with a circuit simulator such as SPICE- 
without the need for a specialized post processor-the following method can be used. 
First, generate a linear ramp voltage with a period of two bit intervals and rapid fall 
time. Then, plot the data signal against this ramp voltage instead of the time axis as 
usual. This trick will take care of the folding of the data signal waveform. A drawback 
of this simple method is that the ramp has a finite fall time, creating spurious trace- 
back lines across the eye diagram. This problem can be solved by generating a pulse 
voltage that is always zero except for the trace-back period, where it assumes a large 
value. When this voltage is added to the data signal, the trace-back lines move outside 
of the eye diagram and can be “clipped away” by choosing an appropriate plotting 
window. The following Celerity‘ code illustrates how to produce an e ‘iagram: 

* PRBS input signal (10 Gb/s, 30-ps rise/fall time, and 1-V swing) 
VI VI VGND TABLE(0 &IV 
+ 15P &PVO 85P &PVO 
+ 115P &PV1 485P &PV1 
+ 515P &PVO 585P &PVO 
+ 615P &PVl 685P &PV1 
+ 715P &PVO 985P &PVO 

’Celerity is a SPICE-like circuit simulator from Cadence Design Systems. Inc 
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+ 1015P &PV1 1185P &PV1 

+ 24115P &PV1 24385P &PV1 
+ 24415P &PVO 24585P &PVO 
+ 24615P &PV1 24885P &PV1 
+ 24915P &PVO) 
.SET &IV 0 
.SET &PVO -0.5 
.SET &PV1 +0.5 
* Ramp and trace-back signals for the eye diagram 
VRMP VRMP VGND PULSE(0 196P 
+ 1OOP 196P 4P 0 200P) 
RRMP W P  VGND lMEG 
VTRB VTRB VGND PULSE(0 1 
+ 296P 0.1P 0 . 1 P  3.8P 200P) 
RTRB VTRB VGND 1MEG 
* Device under test 
x1 vo VGND VI VGND DUT 
* Adding the trace-back voltage to the output signal 
ETRB VO1 vo VTRB VGND 10 
* Plot VO1 as a function of VRMP to show the eye diagram 
. TR 5P 2 5N 
.OUT VRMP VRMP VGND 
.OUT VO1 vo1 VGND 

In the above code, a 10-Gb/s PRBS signal is generated with a TABLE function. A 
ramp and trace-back signal with a 200-ps period are generated with a PULSE function 
each. Note that the ramp signal is set to zero during the first bit period to suppress the 
plotting of spurious transients at the beginning of the simulation. The PRBS signal is 
applied to the input of the device under test DUT. At the output, the controlled voltage 
source ETRB is used to add the trace-back signal, which avoids the trace-back lines 
across the eye diagram. Finally, the resulting signal VO1 is plotted against the ramp 
VRMP with a plotting tool such as Advplot’ to obtain the eye diagram. The eye 
diagrams in Figs. 4.1 1 and A.4 have been produced in this manner. 

Note that circuit simulators normally do not include random noise when performing 
a time-domain (transient) simulation. Therefore, eye diagrams produced in this way 
do not show the effect of noise or random jitter; only IS1 and deterministic jitter 
(including pulse-width distortion) can be seen. 

Eye Openings and Eye Margins. The vertical eye opening and the horizontal eye 
opening are important characteristics of the eye diagram that aid in quantifying the 
signal quality. The vertical eye opening is measured at the sampling instant and is 
expressed as a percentage of the full eye height (not including over- or undershoots). 
The horizontal eye opening is measured at the slice level and is expressed as a per- 
centage of the bit interval. Sometimes the complementary terms vertical eye closure 

2Advplot is a waveform plotter from Cadence Design Systems, Inc. 
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and horizontal eye closure are used instead. Eye closure and eye opening add up 
to 100%. This sound easy enough, but there are some important details that must 
be considered. 

In the case of an eye diagram without noise and random jitter, the openings can 
be determined in a straightforward way, as illustrated in Fig. A.4(a). The vertical eye 
closure is caused by ISI, and the horizontal eye closure is caused by deterministic jitter 
(including pulse-width distortion). It is important to recognize that the eye closure 
may depend on the sequence length of the PRBS. The sequence length, typically 
between Z7 - 1 and 23' - 1, is the number of bits put out by the pulse pattern 
generator before the PRBS repeats itself. In particular, if the device under test has 
a low-frequency cutoff, the eye closure will become worse with increasing sequence 
length (cf. Section 6.2.6). Therefore, the sequence length must always be specified 
when presenting an eye diagram or quoting eye openings. 

100 % 
I I 

Vertical 
Eye Opening (a) 

- -1 
I I  

100 % 

I I 

I Horizontal I 
I Eye Opening 

100 ?Lo 
Vertical 

Eye Margin 

Fig. A.4 
eye diagram. 

(a) Eye openings in the noise-free eye diagram and (b) eye margins in the noisy 

In the case of an eye diagram with noise and random jitter, we have an additional 
complication. For Gaussian (unbounded) noise, any opening we may specify even- 
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tually will be violated; we just have to wait long enough. Therefore, we have to 
use a statistical definition for the eye opening. Each point in the eye diagram can 
be interpreted as a decision point (defined by the sampling instant and the decision 
threshold) and thus has a bit-error rate (BER) associated with it. As a result, we can 
plot contours of constant BERs inside the eye. Figure A.4(b) shows one such contour 
with a dashed line. Clearly, the lower the BER, the smaller becomes the area enclosed 
by the contour. If we make a decision inside a contour defined by a certain reference 
BER, the BER will always be less than this reference BER. Now, we can define the 
eye openings in the noisy eye as the openings of these contours. 

To make a distinction between the eye openings in the noisy and noise-free eye, 
we call the eye openings in the noisy eye eye margins. The vertical eye margin 
and horizontal eye margin are shown in Fig. A.4(b). If the eye margins for a given 
reference BER are zero, only a perfect decision circuit could recover the data at 
the desired reference BER. However, if the eye margins are larger than zero, then 
the decision circuit is permitted to have some decision-threshold and sampling error 
while still meeting the desired BER; hence the name margin is appropriate. Note 
that when quoting the eye margins, we need to specify not only the PRBS sequence 
length but also the reference BER. 

BERT Scan. Eye margins are best measured with a so-called BERT scan. For this 
procedure, a bit-error rate test set (BERT), consisting of a pulse pattern generator 
and an error detector, is connected to the device under test (DUT), as shown in 
Fig. A S .  The error detector slices the data signal at the decision threshold VDTH and 
samples it at the instant t~ (cf. the eye diagram in Fig. 4.21). Then, the recovered 
bits are compared with the transmitted bit sequence to determine the BER, which is 
displayed on the error detector. Both the decision threshold VDTH and the sampling 
instant t S  are adjustable. 

Pulse Pattern Generator Error Detector 

Data Clock VDTH fs 
Clock Data 
out out 

Fig. A.5 Measurement setup for a BERT scan. 

A horizontal BERT scan is performed by setting VDTH to the center of the eye and 
scanning t S  horizontally across the eye. The resulting curve is shown schematically 
in Fig. A.6(a). The BER is low when sampling at the center of the eye and goes up 
when approaching the eye crossings to the left and right; hence this curve is known 
as the bathtub curve. The horizontal eye margin is the separation of the two points 
on the left and right side of the eye where the bathtub curve assumes a specified BER 
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value. For example, in the 10-GbE standard, the horizontal eye margin is specified 
for a BER of 

Horizontal 
Eye Margin Eye Margin 

VDTH 

Bit Interval "0" "1 'I 

(a) (b) 

Fig. A.6 Bathtub curves resulting from (a) a horizontal BERT scan and (b) a vertical 
BERT scan. 

Similarly, a vertical BERT scan is performed by setting the sampling instant t~ to 
the center of the eye and scanning the decision threshold VDTH vertically across the 
eye. The resulting bathtub curve is shown in Fig. A.6(b). Like before, the vertical 
eye margin is obtained by comparing this curve with a reference BER level. 
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Appendix B 
Differential Circuits 

Most analog circuits in optical transceivers are implemented as dz&-entiaZ circuits, 
that is, the critical signals in these circuits are represented by the dz&-ence of two 
voltages rather than a single voltage to ground. Differential circuits have several 
important advantages over single-ended ones: 

Reduced sensitivity to system noise. If a differential circuit is balanced (fully 
symmetrical), power-supply noise, substrate noise, and other system noise 
sources affect only the common-mode signal, whereas the information-bearing 
differential signal ideally is left undisturbed (cf. Section B.3). 

Reduced generation of transient noise. If a differential circuit is balanced 
(fully symmetrical), any positive voltage or current transient is accompanied 
by a corresponding negative transient. With the proper coupling symmetries 
and current routings, the effects of these transients on other signals ideally 
cancel each other. 

Improved ampl@er stability. A consequence of the previous two points is that 
unwanted coupling between the stages of a multistage amplifier is reduced. 
Thus, concerns about instabilities caused by spurious feedback through power- 
supply lines, and so forth are mitigated. 

321 

TEAM LinG



322 DIFFERENTIAL CIRCUITS 

Improved voltage swing. Whereas a single-ended signal is limited to the range 
of 0 to VDD, a differential signal can cover the range of -VDD to VDD, where 
VDD is the power-supply voltage. Thus, a differential signal can have twice the 
voltage swing of a single-ended signal. 

Reduced second-order nonlinearities. If a differential circuit is balanced (fully 
symmetrical), the polarity of the input signal and the polarity of the output 
signal can be reversed together (by swapping the appropriate terminals) without 
affecting the input-to-output transfer function. Mathematically, we have uo = 
f ( u 1 )  j -ug = f ( - u r ) ,  whichmeans thatthetransferfunctionisodd. Thus, 
ideally, no even-order nonlinearities are present and no even-order harmonics 
and intermodulation products are generated. 

Improved speed. Partially differential designs (e.g., with differential input, but 
single-ended output) often incorporate current mirrors as differential-to-single- 
ended converters. These mirrors can be avoided in fully differential designs, 
giving these circuits a speed advantage (higher bandwidth). Furthermore, in 
fully differential circuits, voltage inversions are free. They can be implemented 
by simply crossing over the signal wires; thus, no delay is incurred and no 
circuitry is required. 

B.l DIFFERENTIAL MODE AND COMMON MODE 

Definition. Two terminals are required for each input or output of a differential 
circuit. The voltages at these terminals are called terminal voltages and usually are 
designated u p  and U N .  Because the information-bearing signal is contained in the 
difference u p  - V N ,  it is convenient to introduce a new voltage representation called 
the mode voltages. The direrential-mode voltage U D  and the common-mode voltage 
UCM are defined as 

The differential mode contains the information, and the common-mode is the orthog- 
onal component void of information. Figure B.1 illustrates this with an example 
where the information-bearing signal is a non-return-to-zero (NRZ) signal and the 
common-mode voltage is some slowly varying interferer. We can see how a clean 
NRZ signal emerges after subtracting the two corrupted terminal voltages (to extract 
the differential mode). 

The concept of differential mode and common mode is in widespread use through- 
out the electrical engineering community, but sometimes different names are used. 
The telephone engineer likes to use the terms transversal mode and longitudinal 
mode (don’t ask me why) or sometimes metallic mode and longitudinal mode (the 
differential voltage appears between the two metallic telephone wires, whereas the 
common-mode voltage appears between the wires and ground). The microwave en- 
gineer frequently refers to the odd mode and even mode. 
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vpm 9 

Fig. B.7 Example of terminal voltages ( u p ,  U N )  and mode voltages (vo, U C M ) .  

Coordinate Transformation. A useful way to visualize the relationship between 
terminal voltages and mode voltages is to view them as a coordinate transformation. 
This transformation is illustrated graphically in Fig. B.2. The black dot represents a 
physical voltage constellation, which h,as the character of a vector. Given a coordinate 
system (or base), this vector can be d'escribed by coordinates. The two coordinate 
systems drawn in Fig. B.2 correspond to a measurement of the terminal voltages 
( u p  = 2, U N  = 4) and a measurement of the mode voltages (UD = -2, UCM = 31, 
respectively. The coordinate transformation relating the two coordinate systems may 
at first look like a 45" rotation, but actually is a more general affine transformation. 

Fig, B.2 Terminal voltages ( u p ,  vly) and mode voltages ( U D ,  U C M )  are related by a coordi- 
nate transformation. 

Common-Mode vs. DC Component. A common mistake is to confuse the 
common-mode voltage with the DC component of a voltage signal. Let's clarify 
these terms: the common-mode volta.ge is the instantaneous average of two terminal 
voltages, whereas the DC component of a signal is the average of a single voltage 
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over time. Figure B.3(a) illustrates this difference with an example. The confusion 
originates from the fact that these two quantities become identical under the follow- 
ing conditions: (i) the common-mode voltage is time independent and (ii) the time 
average of the differential-mode voltage is zero (no offset). Figure B.3(b) illustrates 
this degenerate situation with an example. 

4 

fig. 8.3 Common-mode vs. DC component: (a) where they are different and (b) where they 
are the same. 

B.2 THE MODES OF CURRENTS AND IMPEDANCES 

Differential and Common-Mode Currents. So far, we were talking about differ- 
ential and common-mode voltages, but what about differential and common-mode 
currents? Figure B.4 shows a circuit block with the terminal voltages u p  and U N  

and the terminal currents ip  and i N .  At first, we may consider a straightforward 
generalization of the voltage mode definitions and define the differential current as 
i D  = i p  - i N  and the common-mode current as icM = 1/2. (ip + iN). Although 
this definition does lead to a mathematically consistent description, there are difficul- 
ties with the physical interpretation of these currents and the resulting impedances. 
Instead, the definition that is most commonly used is [15] 

iD = 1/2 . ( i p  - iN) and icM = i p  + i N .  (B.2) 

These currents have a direct physical interpretation (see Fig. B.4). The common-mode 
current simply is the current that flows into the ground node. If this common-mode 
current is zero, we have i p  = - i N  and thus the differential-mode current is the current 
that flows “through” the differential port ( i ~  = i p  = 4 ~ ) .  

Differential and Common-Mode Impedances. Now that we have defined the 
voltage modes and the current modes, it is a simple step to define the modes of 
impedances (or admittances). For a single-ended port, the impedance Z,, is defined 
by Ohm’s law as Vsr = Z,, . I,,, where V,, and I, ,  are the phasors of the port voltage 
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Fig. 8.4 Differential and common-mode currents. 

and current, respectively. A straightforward generalization to matrix form results in 

where all voltages and currents as now written as phasors. In general, we need four 
numbers to describe the impedance of a differential port. However, if the circuit is 
balanced, as it usually is the case, the two mode-conversion components become zero, 
z d c  = Zcd = 0, and we are left with only the differential impedance, z d ,  and the 
common-mode impedance, z,. In this case, we have Z d  = v d / l d  and z, = Vcm/I,, 
or if written in terms of the terminal voltages and currents, 

Figure B.5 illustrates this result with a few balanced resistor circuits and the cor- 
responding values for the differential and common-mode resistances. In Fig. BS(a), 
we have two independent 5042 resistors to ground characterized by a differential 
resistance of 100 Q and a common-mode resistance of 25 S2. It is easy to show that 
in the case of two independent impedances, Z,,, the following relationships hold: 
Zd = 2 .  z,,, z, = 112. z,,, and z,, = zc + 114. z d .  In Fig. BS(b), we have a 
floating 100-Q resistor, which is characterized by a differential resistance of 100 S2 
and an infinite common-mode resistance, as we would expect. Note that if we had 
defined the differential-mode current as, ip - i ~ ,  then the differential resistance would 
be only 50 S2, offending the intuition of an electrical engineer. Finally, in Fig. BS(c), 
we have a single 5 0 4  resistor connecting both terminals to ground, which is charac- 
terized by a zero differential resistance and a common-mode resistance of 50 S2, as we 
would expect. Note that if we had defined the common-mode current as (ip + i ~ ) / 2 ,  
then the common-mode resistance would be 100 Q.' 

B.3 COMMON-MODE AND POWER-SUPPLY REJECTION 

Definition. Figure B.6 shows all the terminals, including the power supply termi- 
nals, of two differential amplifiers. The amplifier in Fig. B.6(a) has a single-ended 

'Although most authors define the differential impedance as in Eq. (B.4), there is some variability in the 
definition of the common-mode impedance. For example, in [34], the differential-mode impedance is 
defined as in Eq. (B.4), but the common-mode impedance is defined as Z,. = (V,) + V,l)/(l,, + bl) .  
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Fig. B.5 Comparison of differential and common-mode resistance for three balanced circuits. 

output, and the amplifier in Fig. B.6(b) has a differential output. The complete input- 
voltage vector is given by (i) the differential voltage, V D  = u p  - V N ,  which is 
amplified, (ii) the common-mode voltage, VCM = ( u p  + U N ) / 2 ,  which is suppressed, 
(iii) the positive power supply UDD, and (iv) the negative power supply uss, which 
all may vary with time. Both amplifiers produce an output voltage ug,  in the first 
case as a single-ended voltage to ground and in the second case as a differential volt- 
age (uo = u o p  - WON). Furthermore, the differential-output amplifier produces a 
common-mode output voltage UOCM = ( u o p  + U o N ) / 2 ,  not shown in Fig. B.6, which 
normally is set to a fixed value by means of a common-mode feedback mechanism. 

VDD 
P 

VDD 
Q 

6 
vss 

6 
vss 

Fig. B.6 Signal and supply voltages of an amplifier with (a) single-ended and (b) differen- 
tial output. 

The DC transfer characteristics of both amplifiers can be described by the func- 
tion uo = f ( u g ,  V C M ,  UDD, uss). If we linearize this function around the operating 
point { U O  = 0, UCM = VCM, VDD = VDD, uss = Vss} ,  we arrive at the follow- 
ing expression: 

uo = A ~ ( U D  - V o s ) + A ~ m ( u c ~  - VCM) + A ~ U D D  - VDD)+A,,(VSS - Vss).  (B.5) 

where Ad is the differential gain, A,, is the common-mode gain. and A d  and A,, are 
the positive and negative power supply gains, respectively. Vos is the offset voltage 
that must be applied to the input to bring the output to zero. Voltages VCM, VDD, and 
Vsy describe the operating point for which all the other parameters are determined. 

Rewriting the above equation as an AC small-signal equation yields 

Vo = A d ( $ )  . Vd + Acrn(s) . Vcm + Add(s) . Vdl/ + A.y.y(s) . V s\’ 03.6) 

TEAM LinG



COMMON-MODE AND POWER-SUPPLY REJECTION 327 

All voltages now are expressed as phasors V,, vd, Vcm, vdd, and V,.?. The four gain 
parameters Ad, Acm, Add, and A,, now are frequency dependent (AC equation), and 
the offset and operating-point voltages disappear (small-signal equation). 

The common-mode rejection ratio (CMRR) and power-supply rejection ratios 
(PSRR+ and PSRR-) can be defined in terms of the gain parameters A d ,  A c m ,  A d d ,  

and A,, as follows: 

With these definitions, we can rewrite Eq. (B.6) in the intuitively pleasing form 

. (B.8) 
vcm Vdd V?.? 

CMRR(s) -I- PSRR+(s) + PSRR-(s) 
Vo = A ~ ( s )  Vd + -- ( 

A Limitation of Amplifiers with Singire-Ended Oufput. Oftentimes, Eq. (B.6) is 
idealized by setting all gains, except the differential gain, to zero 

V ,  = A ~ ( s )  . V d .  (B.9) 

However, this behavior is physically inpossible in the case of a single-ended output 
amplifier! The reason is that the choice of ground potential is no longer arbitrary for 
Eq. (B.9): a change in ground potential changes the (single-ended) left-hand side of 
the equation, but leaves the (differential) right-hand side unaffected. If you want to 
impress your colleagues with you knowledge of physics, tell them that Eq. (B.9) is 
not invariant under a gauge transformation of the electrical potential-a fundamental 
physical symmetry. A closer inspection of Eq. (B.6) reveals that the gauge invariance 
is satisfied, if the following relationship holds: 

Therefore, it is impossible to make all the undesirable gains zero as assumed in 
Eq. (B.9). If we rewrite Eq. (B.lO) in terms of CMRR and PSRRs we find that 

For example, if the differential gain is 60 dB and the common-mode rejection ratio as 
well as the negative power-supply rejection ratio both are infinite (perfect), then we 
can conclude that the positive power-supply rejection ratio must be 60 dB and cannot 
be infinite. Note that no such limitation exists for amplifiers with differential outputs. 
For a more detailed discussion of this result and its consequences, see [ 1571. 

TEAM LinG



This Page Intentionally Left Blank

TEAM LinG



Appendix C 
S Parameters 

Scattering parameters, or Sparameters for short, commonly are used to characterize 
high-frequency circuits with 5042 ports. For example, the 5042 output port of a 
transimpedance amplifier (TIA) can be characterized by the S22 parameter, the 50-1;2 
input and output ports of a limiting amplifier (LA) can be characterized by the SI J 

and S22 parameter, respectively, and the 5 0 4  input port of a laser driver can be 
characterized by the S1 I parameter. The S11 and S22 parameters tell us how closely 
the port impedance matches that of an ideal 5042 transmission line. If the matching 
is perfect, S ~ I  = S22 = 0, or, if expressed in dB, S11 = S22 +- -0odB. In the 
following, we have a closer look at the S parameters. 

C.l DEFINITION AND SIMULATION 

Why S Parameters? High-frequency circuits typically are characterized by S pa- 
rameters rather than the more familiar 'I7 or Z parameters. The reason for prefemng S 
parameters is that they are easier to measure. (i) Whereas Y and Z parameters must be 
measured under open- and short-circuit conditions (possibly leading to instability), S 
parameters are measured under natural 5042 terminated conditions. (ii) Whereas Y 
and Z parameters require the measurement of voltages and currents, S parameters are 
based on ratios of incident and reflected traveling waves, which can be measured eas- 

329 
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ily and accurately with directional couplers. In practice, a so-called network analyzer 
(NWA) is used to measure the S parameters. 

Definition. The key idea behind the S parameters is to decompose each port volt- 
age (e.g., UI) and port current (e.g., ir) into an incident and outgoing component that 
correspond to the incident and outgoing waves on a transmission line.' The decom- 
position is done such that (i) the superposition of the incident and outgoing voltage 
components equals the port voltage (e.g., Ul.incldent + Ul.outgoig = u l ) ,  (ii) the super- 
position of the incident and outgoing current components equals the port current (e.g, 
il.incldent - il.outgomg = ir), and (iii) the voltage-to-current ratio of each component 
is equal to Ro (e.g., ul.incident/il.mcident = Ul.outgoing/iZ.outgoing = Ro). RO is known 
as the characteristic impedance of the transmission line and typically is set to 50 Q 
(purely resistive). We assume Ro = 50 S2 for the rest of this discussion. 

We are now ready to define the four S parameters of a two port, S,lv with p = 1 .2  
and v = 1,2. The second index, v, indicates which port is excited with an incident 
wave and the first index, p, indicates which port is used to measure the outgoing 
wave. Depending on whether the outgoing wave appears at the same port as the 
incident wave or at a different port, it is called the rejected or the transmitted wave, 
respectively. By convention, port 1 is the input port ( u l ,  if) and port 2 is the output 
port ( U O ,  i ~ )  (cf. Fig. C.1). The S parameters are defined as the following ratios: 

The first expression in the above equations is the definition in terms of incident and 
outgoing voltage components, and the second expression is its expansion in terms of 
port voltages and currents, which follows from the decomposition rules stated earlier. 
Note that a definition based on incident and outgoing current components would yield 
the identical S parameters2 

To make these definitions more concrete, consider the test circuit shown in 
Fig. C.l(a). The 2x voltage amplifier at the input compensates for the voltage di- 

'In the literature, the wave traveling backwards on the transmission line usually is termed the r@ecfed 
wave. Here we choose the term outgoing wuve because this wave not only consists of a reflected component, 
but also of the transmitted component(s) from the other port(s). 
21n the literature, S parameters usually are defined in terms of the so-called power waves (I and h. The 
power waves a and h are proportional to our incident and outgoing voltage components, respectively. Note 
that the power waves are measured in f l  (not W )  and the dB value of their ratios, the S parameters, are 
calculated a$ 20 log S,',, . 
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vision between the source and load impedances under ideally matched conditions. 
Although not strictly necessary, the use of this amplifier leads to a simpler, more 
intuitive explanation and an easy way to simulate S parameters. Following Eqs. (C.l) 
and (C.2), we can write the complex anjd frequency dependent S1 I and S21 parameters 
in terms of the port-voltage phasors, V >  and V,, and the port-current phasors, li and 
Z,. Now, the test circuit permits us to simplify these expressions as shown on the 
right-hand side: 

where VT is the phasor of the source voltage. 

Fig. C.7 
and (b) S22 and S12 parameters. 

Test circuits to determine the two-port S parameters: (a) S11 and S21 parameters 

The S11 parameter is known as the input reflection coeficient because it describes 
what fraction of an incident wave traveling on an ideal 5 0 4  transmission line is 
reflected back from the input port. Equivalently, the S11 parameter is a measure of 
how close the input impedance is to the ideal 50-S2 value. From Fig. C.l(a), we see 
that if the input impedance is exactly .SO S2, V, first is doubled by the test circuit and 
then is divided by two by the voltage divider formed by Ro and the input impedance 
of the two port. Thus we have V, = and with Eq. (C.51, it follows that SI I = 0. 
Similarly, if the input impedance is a short (V, = 0), then S11 = - 1, and if the input 
impedance is an open (V, = 2Vs), then S11 = 1. The magnitude of S11 is always 
less than or equal to one, and its dB value (20 log IS1 I I) is always negative (assuming 
the input impedance is positive). Thle inverse value of IS1 1 I is known as the inpur 
return loss and its dB value (-20 log I S11 I) is always positive. Sometimes the symbol 
Tln is used to indicate the same quantity as S11 (r," = S11). If we know the input 
impedance Z ( s )  = V, / I I  of the two port, we can easily calculate S1l (s) by applying 
the transformation 
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which follows directly from the first expression in Eq. (C.5). For example, with 
Z = 55 a, we find that S11 = 0.048 (-26.4&), corresponding to an input return 
loss of 26.4 dB. 

The S21 parameter is known as the forward transmission coeficient or the gain 
and is closely related to the loaded voltage gain A(s )  = V,/ K .  However, unlike the 
loaded voltage gain, S21 also depends on the quality of the input matching. From 
Eqs. (C.5) and ((2.6) we can derive that 

Thus, for a perfect input matching (S11 = 0), S21 becomes identical to the loaded 
voltage gain. The magnitude of S21 can be smaller or larger than one, and its dB value 
is calculated as 20 log IS21 I. 

The S22 and S12 parameters play the same role as the S11 and S2 I parameters, if we 
swap the input and output ports. This symmetry is evident from Eqs. (C.l) through 
(C.3). With Eqs. (C.3) and (C.4) and the test circuit in Fig. C.l(b), we can determine 
the $2 and Slz parameters as 

(C.10) 

The S22 parameter (also rout = S22) is known as the output rejection coeficient, and 
its inverse value is known as the ourput return loss. The S12 parameter is known as 
the reverse transmission coeficient or the isolation. 

Simulation. The test circuits in Fig. C.1 can be used directly to determine the S 
parameters with a circuit simulator such as SPICE. The following Celerity3 code 
illustrates how to determine the Sl1 and S21 parameters as a function of frequency: 

* Test setup f o r  the simulation of S11 and 521 
VS VS VGND AC 1 
E l  V S 2  VGND V S  VGND 2 
R 1  V S 2  V I C  5 0  
c1 V I C  V I  1u 
c2 vo voc 1u 
R2  VOC VGND 50 
* Two-port device under test 
X1 VO VGND V I  VGND DUT 
* Plot ( V I - V S )  and VO as a function of frequency 
.AC DEC 1 0 0  10MEG 1 0 0 G  
.OUT V S 1 1  V I  V S  
.OUT V S 2 1  VO VGND 

The above code closely follows the circuit diagram shown in Fig. C. 1 (a). Two DC 
blocks, C1 and C2 ,  were inserted in series with the 5042 resistors to prevent the test 

3Celerity is a SPICE-like circuit simulator from Cadence Design Systems, Inc. 
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circuit from disturbing the operating point of the device under test DUT. The values 
of these capacitors must be large enough such that, at the frequencies of interest, their 
impedance is much smaller than 50 Q. The S22 and S12 parameters can be determined 
with a similar piece of code that is based on the circuit diagram shown in Fig. C. l(b). 

C.2 MATCHING CONSIDERATIONS 

To get a feeling for the S11 and S22 parameters and to understand better how to meet 
the associated specifications, we analyze the matching properties of a few simple 
circuits. In the following, we pick an input port and the associated S11 parameter as 
an example, but our conclusions also are valid for an output port and the associated 
S22 parameter. 

R-C Parallel Circuit Let’s assume that the input impedance of our two port can 
be modeled by the parallel connection of a resistor R and a capacitor C (cf. Fig. C.2, 
right-hand side). For example, the resistor may represent a polyresistor for the input 
termination and the capacitor may represent the gate-source capacitance of the input 
FET together with the pad capacitance:. At the chip level, that is, when neglecting 
packaging parasitics, this simple model often is reasonably accurate. 

The S11 parameter of this R-C parallel circuit can be calculated analytically by 
plugging Z(s) = R / (  1 + s R C )  into Eq. (C.7), which results in 

1 - s / w 7  
S11 (s) = so . ((2.1 1) 

1 + s / w p 3  

where 

R - R o  A R  so = -- x - 
R + R o  2Ro’ 
R -  Ro 2So 

w7 = -- x- 
. RRoC ROC’  

R + R o  2 
RRoC R O C ’  

wp = -- x - 

(C.12) 

(C.13) 

(C.14) 

In these equations, SO is the low-frequency value of S11, A R = R - Ro is the deviation 
of the resistor from its ideal value, w, 11s the (angular) frequency of the zero, and wp 
is the (angular) frequency of the pole. The approximations on the right-hand side are 
valid under the assumption that A R << Ro. 

The magnitude of the SI 1 parameter in Eq. (C.ll) can be plotted as a function of 
frequency. Figure C.2 shows an asymptotic representation of this function. At low 
frequencies, S11 is equal to SO and the quality of the impedancematching is determined 
by the deviation of the resistor from its ideal value, A R .  Around frequency J- = 
w z / 2 x ,  the S11 parameter starts to increase until about fp = w p / 2 n ,  where it saturates 
at OdB (S11 = -1) because the capacitor acts like a short at these frequencies. 
Alternatively, we can plot the S11 parameter of Eq. (C.11) in the complex plane with 
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frequency as a parameter, as shown in Fig. C.3. This representation is known as the 
Smith chart. For the example in Fig. C.3, we assumed that R is slightly larger than Ro 
such that SO is slightly larger than zero. The outer circle of the Smith chart indicates 
that the magnitude of S1 I cannot become larger than one. The smaller circle shows 
the loci of constant conductance (1/Z = I /  Ro + j B for any susceptance B ) ,  and 
the two arcs mark the loci of constant susceptance (1/Z = G f j . 1/Ro for any 
conductance G). 

Fig. C.2 Plot of IS1 1 ( f )  1 for an R-C parallel circuit (on a log-log scale). 

Fig. C.3 Admittance Smith chart of SI 1 (f) for an R-C parallel circuit. 

In Fig. C.4, the S11 parameter of a parallel circuit with R = 55 S2 and C = 1 pF 
has been obtained by simulation using the method described in Section C. 1. The solid 
line shows the magnitude of S ~ J  in dB as a function of frequency. As expected, the 
low-frequency value of S11 is -26.4 dB, a direct consequence of the 5542 resistor, 
and for high frequencies, S11 tends to 0 dB because of the shunt capacitor. The -3-dB 
value for SI 1 is reached at the pole frequency f,, x I/(n ROC) zz 6.4 GHz. Note that 
this frequency is identical to the 3-dB bandwidth of the input transfer function, that 
is, the bandwidth of the transfer function from the voltage source U S  (see Fig. C.1) 
to the voltage across the capacitor C ( U I  in this case), which represents the input 
voltage of the on-chip circuit. The solid line in Fig. C.5 shows the magnitude of this 
transfer function. 

Bounds for R and C. Given this simple R-C input-port model, it is straightforward 
to derive bounds for R and C that need to be satisfied to meet IS1 1 I specifications. 
For a given maximum value for I at DC (= ISol), we find from Eq. (C.12) that R 
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Fig, C.4 Simulated IS11 ( f ) ]  for various matching networks with termination resistor R = 
55 R andon-chipcapacitance C = 1 pF. #1 (solid), bare chip; #2 (dotted), simple L-C package 
model; #3 (dashed), artificial transmission line; #4 (dash-dotted), T-coil network. 

Fig. C.5 Simulated input transfer function for various matching networks with termination 
resistor R = 55 R and on-chip capacitance C = I pF. #1 (solid), bare chip; #2 (dotted), simple 
L-C package model; #3 (dashed), artificial transmission line; #4 (dash-dotted), T-coil network. 
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must be in the range 

(C.15) 

Assuming I Sol << 1, we can simplify this expression to 

For example, if IS11 I is required to be less than -20 dB at DC, then R must be in the 
range of 41 to 61 SZ, which is approximately 50 SZ f 20%. 

For a given maximum value for IS111 at the frequency f > 0, we find from 
Eqs. (C.ll) through (C.14) that C must be smaller than 

= /-. R +  Ro / = =  .- 1 , (c.17) 

where the approximation on the right-hand side is valid for A R  << Ro. If we pick an 
IS1 1 I value that is small compared with one (IS1 1 l 2  << 1) and large compared with its 
low-frequency value (IS11 l 2  >> lS0l2), that is, if we pick a value on the rising section 
of IS1 1 (f)] located between the frequencies f z  and fp, we can simplify the maximum 
permissible capacitance further to 

1 - lsll(f)I2 2nf RRo 1 - lsll(f)I2 n f R o  

(C.18) 

For example, if 1 S11 I is required to be less than - 10 dB at 10 GHz, then C must be 
less than 212fF, assuming SO = 0. 

Packaging Parasjtjcs. In the following, we analyze how bond-wire inductances 
and other packaging parasitics alter the S11 parameter of the simple R-C parallel 
circuit discussed above. Figure C.6(a) shows a simple package model, consisting of a 
parasitic capacitance C’ and a bond-wire inductance L ,  followed by our familiar R-C 
model fortheon-chipimpedance. If wechoose C’ = C and L = 2R$, the packaging 
parasitics together with the on-chip impedance form a third-order Butterworth low- 
pass filter with the 3-dB bandwidth 1/(2nRoC) (assuming R % Ro). The dotted line 
in Fig. C.4 shows the simulation result for IS11 (f)] of this network with R = 55 Q, 
C = C’ = 1 pF, and L = 5 nH; the dotted line in Fig. C.5 shows the magnitude of the 
input transfer function. We see that the packaging parasitics improve the input return 
loss at low frequencies (below approximately 2.4 GHz); however, at high frequencies, 
the input return loss degrades rapidly. Furthermore, the 3-dB bandwidth is reduced 
by a factor 2x to approximately 3.2GHz, when compared with the case without 
packaging parasitics. 

The same general behavior can be observed for different values of C’ and L and 
for more realistic package models: (i) an improvement of S11 at low frequencies, 
(ii) a rapid degradation of S11 at high frequencies, and (iii) a reduction in bandwidth. 
Note that for some package types, such as the thin quad flat pack (TQFP), all pins 
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r o  * c  2 
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Matching Network Chip 

Fig, C.6 An R-C parallel circuit seen through (a) a simple package model and (b) an infinite, 
lossless, artificial transmission line. 

have similar parasitics, whereas for others, such as the ball grid array (BGA), the 
parasitics vary strongly from pin to pin l(or ball to ball). In the latter case, the pins for 
high-speed input/output (110) signal must be selected carefully. 

Now that we have seen that a simple L-C network in front of the on-chip R-C 
impedance can improve the return loss, we may wonder about the theoretical limit of 
this improvement when using a suitable matching network. Such a matching network 
is shown in Fig. C.6(b), where the simple L-C section of Fig. C.6(a) was expanded 
into an infinite, lossless, artificial transmission line. If we choose L = RiC,  the 
transmission line is approximately matched to R x Ro and has a cutoff frequency 
of l / ( n R o C ) .  The wiggly dashed line in Fig. C.4 shows the simulation result for 
ISl1(f)l of such a network with 100 L-C segments, R = 55Q,  C = lpF,  and 
L = 2.5 nH; the wiggly dashed line in Fig. C.5 shows the magnitude of the input 
transfer f ~ n c t i o n . ~  Compared with the simple R-C parallel circuit, the input return 
loss improved for frequencies up to the cutoff frequency of about 6.4 GHz, however, 
above that frequency, the transmission line become totally opaque and the input return 
loss becomes 0 dB. Note that the 3-dB bandwidth, which also is given by the cutoff 
frequency, is identical to that of the simple R-C parallel circuit. A more general 
theoretical analysis reveals that no matching network can improve the S1 I parameter 
beyond the integral value [ 1341 

This inequality is known as the Bode-Eano limit for a parallel R-C load. 

(C.19) 

4The wiggles are caused by the mismatch between the full-shunt impedance of the transmission line and 
R near the cutoff frequency; they can be reduced by inserting a half section or an m-derived half section. 
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T-coil Network. At this point, it may appear that given the on-chip load capacitance 
C ,  a good input return loss can be achieved only for frequencies below l/(x ROC). 
However, the T-coil network shown in Fig. C.7 can drive the capacitance C while 
providing a frequency independent return loss at the input port. The T-coil net- 
work consists of two mutually coupled inductors with the same value L and the 
coupling factor k ,  plus a bridge capacitor Cg. Note that in this network, the termi- 
nation resistor R and the on-chip capacitance C are not connected in parallel. The 
frequency-independent return loss of this network can be understood as follows: at 
low frequencies, the inductors short the input to the resistor R ,  whereas at high fre- 
quencies, the bridge capacitor performs the same function. A more detailed analysis 
shows that, given the right component values, the input impedance stays at R,  re- 
gardless of frequency. This is the case for the values k = 113, L = 318 . R;C, and 
C B  = C / 8 ,  for which the T-coil network together with the R and C form a second- 
order Butterworth low-pass filter with the 3-dB bandwidth &/(n ROC) (assuming 
R PZ Ro) [82]. The horizontal dash-dotted line in Fig. C.4 shows the simulation result 
for IS1 1 ( f ) l  of the T-coil network with R = 55 3, C = 1 pF, Cg = 0.125 pF, and 
L = 0.9375 nH; the dash-dotted line in Fig. C.5 shows the magnitude of the input 
transfer function from the input port to the voltage across C. Now, the input return 
loss is frequency independent and its magnitude is simply controlled by the deviation 
of R from its ideal value. Furthermore, the 3-dB bandwidth is improved by a factor 
f i x  to approximately 9.0 GHz when compared with the simple R-C parallel circuit. 

r 
s11 

Fig. C.7 A T-coil network for driving the load capacitance C. 

In practice, the T-coil network can be implemented, for example, with adjacent 
parallel bond wires, which provide mutual coupling [18]. In this case, the termination 
resistor R and the bridge capacitor C B  are located off-chip; furthermore, to obtain 
the correct coupling polarity between the bond wires, a differential port is required. 
Alternatively, the T-coil network can be implemented on-chip with interwound spiral 
inductors [32] .  In this case, capacitor C represents the input capacitance of the on- 
chip circuit including devices for electrostatic discharge (ESD) protection; however, 
C does not include the bond-pad capacitance, which for this implementation is located 
at the input of the T-coil. 
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C.3 DIFFERENTIAL S PARAMETERS 

Definition. The four S parameters defined in Section C. 1 describe a two-port device 
such as a single-ended amplifier. A differential amplifier with two inputs and two 
outputs is a four-port device and is described fully by sixteen S parameters arranged 
in a 4 x 4 matrix. Although the concept of two-port S parameters can be extended 
in a straightforward way to four ports, where each port corresponds to a terminal, 
it is more convenient and practical to use the so-called mixed-mode S parameters 
[15]. In this representation, the four terminal ports (1, 2, 3, and 4) are replaced by 
four “virtual ports,” namely the differential-mode input port (dl), the common-mode 
input port (cl), the differential-mode output port (d2), and the common-mode output 
port (c2). If we write the mixed-modle S parameters in the form SmnlLv, where nu 
is the (virtual) port where the incident wave is applied and mw is the (virtual) port 
where the outgoing wave is measured, then the 4 x 4 S matrix is 

(C.20) 

Sddll s d d l 2  s d c l l  s d c l 2  

s = [ &d21 Sdd22 &21 sdc22 

Scd21 Scd22 scc21 scc22 

Scdll &dl2 Sccll Sccl2 

For example, Scd21 is the ratio of the transmitted wave at the common-mode output 
port (c2) to the incident wave at the differential-mode input port (d l).5 Of the sixteen S 
parameters, the most significant ones are located in the upper left 2 x 2 submatrix. This 
submatrix is known as Sdd  and describes the important differential-mode behavior 
of the four-port. The other three 2 x 2 submatrices describe the usually undesired 
common-mode and mode-conversion behavior. 

In analogy to Fig. C.l(a), we can use the test circuit shown in Fig. C.8(a) to excite 
the differential-mode input port (dl)  and determine the differential S parameters 

(C.21) 

where V, = V,, - V,, is the differentiail input-voltage phasor, V, = V,, - VOn is the 
differential output-voltage phasor, and V, is the differential source-voltage phasor. 
The 2 x gain block in the test circuit must not produce a common-mode output signal 
such that V,,, = 1/2 . (VIP + V,,,) = 0. In analogy to Fig. C.l(b), the Sdd22(s )  and 
Sdd 12 (s) parameters can be obtained by exciting the differential-mode output port. 

The test circuit shown in Fig. C.S(b) can be used to excite the common-mode input 
port (c l )  and determine the common-mode S parameters 

(C.23) 

5Note that the codes for the incident and outgoing virtual ports are interleaved in the index of the S 
parameter. This may be confusing at first. but h;w become a standard practice in the literature. 

TEAM LinG



340 S PARAMETERS 

RO 

-Q vON (a) 
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Fig. C.8 Test circuits to determine four-port mixed-mode S parameters: (a) Sddl1 and Sdd21 
parameters and (b) Sccll and Scc21 parameters. 

(C.24) 

where Vi, = 1 / 2  . (Vi,, + Vi,*) is the common-mode input-voltage phasor, V,,, = 
1 / 2  . (V,, + V,,) is the common-mode output-voltage phasor, and V,  is the (single- 
ended) source-voltage phasor. Similarly, the Scc22 (s) and Scc12 (s) parameters can be 
obtained by exciting the common-mode output port. 

Relationship Between Single-Ended and Differential S Parameters. Given a 
fully differential amplifier, we can measure the S parameters with a single-ended or 
differential test set-up. Figure C.9 shows the test set-ups for both types of measure- 
ment. A common measurement dilemma is that the amplifier has been designed for 
a differential application, and hence the differential S parameters are of relevance; 
however, because most network analyzers support only two-port measurements, the 
single-ended S parameters are measured. In such a situation, it is important to under- 
stand the relationship between the single-ended and differential S parameters. 

The main difference between the two test set-ups is that the differential set-up 
(Fig. C.9(b)) excites only the differential-mode input of the amplifier, that is, the 
common-mode input voltage is zero, whereas the single-ended set-up (Fig. C.9(a)) 
excites the differential-mode as well as the common-mode input of the amplifier. As a 
result, the value of the single-ended S11 parameter is a mixture of Sddl 1 ,  Sdcl 1 ,  Scdl  1 ,  

and Sccl 1 .  It turns out that if the circuit under test is balanced (fully symmetrical), 
all mode-conversion S parameters become zero ( SdcP = Scdll = 0) and the single- 
ended S11 parameter can be written as 

(C.25) 

This relationship is illustrated in Fig. C.10, which shows three balanced input circuits 
together with their differential, common-mode, and single-ended S11 parameters. We 
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Fig. C.9 Measurement of (a) single-ended and (b) differential S parameters of a fully differ- 
ential amplifier. 

learn from this example that knowing the single-ended S11 parameter, which is easy to 
measure, doesn't let us infer the differential S1 I parameter, unless we have knowledge 
of the circuit topology. 

Fig. C. 10 Comparison of differential, common-mode, and single-ended S11 parameters for 
three balanced input circuits. 

Now what about the differential and single-ended S21 parameters? How do they 
relate? Similar to what we said above, if the circuit under test is balanced, all mode- 
conversion S parameters vanish and the single-ended S21 parameter can be written as 

(C.26) 

If we assume further that the circuit under test strongly suppresses common-mode 
signals such that Stc21 << Sdd21, then we can simplify the above equation to S21.sc. = 

/2. This, of course, is just a statement of the fact that the single-ended gain is 
half of the differential pain. 
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Appendix D 
ITransistors and 

Technologies 

Broadband circuits for optical communication are realized in a wide variety of tech- 
nologies. For medium- and low-speed applications, standard silicon technologies, 
which offer MOSFETs, BJTs, or both are preferred because of their cost advantage. 
However, for high-speed applications, silicon-germanium (SiGe), gallium-arsenide 
(GaAs), or indium-phosphide (InP) technologies, which offer fast heterostructure 
transistors in the form of HFETs and IIBTs, become necessary. 

In this Appendix, we cover the basic operation of the most important transistor 
types (MOSFET, MESFET, HFET, BJT, and HBT); we also describe the salient 
features of the technologies most commonly used for optical communication circuits. 
For more information on this subject, see [IOl, 109, 126, 183, 1841. 

D.l MOSFET AND MESFET 

MOSFET Fundamentals. A stylized cross-section through an n-channel metal- 
oxide semiconductor field-effect transistor (MOSFET) is shown in Fig. D.1 (a). Its 
basic operation can be explained as follows. First, the amount of negative charge, 
Q n ,  in the channel, indicated by the "-" symbols in Fig. D.l, is controlled by the 
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SiO, 

.* - - - - - - - - - -  (a) 

ps i  Substrate 

Metal 
\ G 

GaAs Substrate (S.I.) 

Fig, D. 7 (a) Silicon MOSFET and (b) GaAs MESFET (schematically). 

voltage at the gate (G) .  Assuming a small drain-source voltage, we can write 

Qn = Cg.\ . (VGS - VTH), (D.1) 

which is just the chargeholtage relationship of an ideal capacitor with the modification 
that the charge buildup starts only after the gate-source voltage, VGS. exceeds the 
threshold voltage, VTH. The gate-source capacitance, C,, , further can be expressed 
in terms of the device dimensions as C,, = CLx . W L ,  where CAx is the gate-oxide 
capacitance per unit area, W is the channel width, and L is the channel length. Now, 
the amount of charge in the channel, Qn, determines the current flow from the source 
(S) to the drain (D). This can be understood by recognizing that the channel current is 
equal to the channel charge, Qn. divided by its transit time, t. The latter is t = L/v , , ,  
where L is the channel length and u,, is the electron velocity. Furthermore, at low 
fields, the electron velocity is given by u, = p,E, where pn is the electron mobility 
and E is the electric field along the channel. This field can be written as E = VDS/L, 
assuming the drain-source voltage, VDS, is small. Putting these expressions together, 
we find the relationship between the channel current, I D ,  and the channel charge, Q,,, 
for an n-MOS device operated at a small VDS to be 

Combining Eqs. (D.l) and (D.2) leads to the well known MOSFET IN relationship 
for the linear regime (a.k.a. the ohmic regime or the triode regime) 

(Vcs - V T H ) .  VDS, if VDS << Vcs - VTH. 0 . 3 )  

In summary. for low drain-source voltages, the FET behaves like a voltage-controlled 
conductance: go = a I D / a v D s  - (VGS - VTH). 

/ w  
L 

ID = pLnCox .  - .  
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Next, let's consider a larger drain-source voltage: VDS > VGS - VTH. In this 
case, the voltage drop along the channel causes the channel charge to thin out toward 
the drain, and just short of the drain, the channel comes to an end. Now, the total 
channel charge is only about half of the expression given in Eq. (D. 1)  and the electrical 
field along the channel is approximately given by E = (VGS - VTH)/L,  that is, it 
is independent of VDS. As before, the drain current can be obtained by dividing the 
channel charge, Q t z ,  by the transit timle, t = L / ( p n E ) ,  which results in 

P . 4 )  
Pf? 

I D  = 3 . (VGS - V T H ) .  Q n .  

Combining half of Eq. (D.l) with Eq. (D.4) leads to the well known MOSFET W 
relationship for the saturated regime 

In summary, for sufficiently high drain-source voltages, the FET behaves like a 
voltage-controlled current source (a transconductance).' 

Note that the drain current in Eq. (IDS) depends quadratically on the gate-source 
voltage. This is so because an increase in gate-source voltage causes two current 
enhancing effects: (i) the channel charge, el,, increases and (ii) the transit time, t, 
diminishes at the same time. In submicron FETs, however, the field along the channel 
easily becomes so strong that the electron velocity saturates at U,.sat. Under this 
condition, the transit time, T = L/v,., , ,t ,  becomes independent of the bias voltages and 
the drain current saturates at ID = vn . sa t /L .  Qn.  As a result, submicron devices often 
enter the saturated regime before VDS reaches VGS - VTH, and their IN relationship 
then changes from quadratic to linear 

For example, vfl.sat/pf, for silicon is albout 1 to 2 V/pm, which means that a 0.1 -pm 
MOSFET saturates at a drain-source voltage of 0.1 to 0.2 V, even if VGS - VTH is 
larger than that. 

The speed of an FET often is quantified by its unity current-gain frequency (a.k.a. 
transition frequency), fT. At low electric fields, we find the g m  of a saturated n-MOS 
device from the quadratic MOSFET model in Eq. (D.5) as g, = aID/aVcs  = 
p,C;, . W / L  . (Vcs - VTH). With the idealized assumptions C,, = 2 / 3  . Cix . W L  
and C,, = 0 ,  we can derive f~ as (cf. Eq. (6.49)) 

We see that f~ is determined by the mobility of the carriers in the channel, the channel 
length, and the bias conditions. Because the electron mobility is higher than the hole 

'Here we neglected the chunnrl-length modulation, which makes the saturated drain current somewhat 
dependent on VDS. especially for short channel lengths. 
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mobility, n-MOS devices are faster than p-MOS devices. It is interesting to note that 
the above expression is inversely proportional to the transit-time expression used to 
derive Eq. (D.4); thus, f~ - l / t .  At high electric fields, the mobility degrades and 
the saturated electron velocity, u,,,,t, becomes important in determining the speed. 
From the submicron MOSFET model in Eq. (D.6), we find that f j -  - u,,,at/L, which 
means that for large enough bias voltages, f r  saturates. The maximum frequency of 
oscillation, f m a x ,  strongly depends on the intrinsic gate resistance, R,, (cf. Eq. (6.50)) 
and thus on the gate material (metal vs. polysilicon) and the layout style. A layout with 
multiple short gate fingers contacted on both sides can reduce the R, of polysilicon 
gates. (For additional information about f~ and fmax, see Section 6.3.2.) 

In MOSFETs, the gate is isolated from the channel by a thin layer of oxide (SiOz), 
hence the name metal-oxide-semiconductor (MOS). The dielectric gate oxide ensures 
that the gate leakage current is virtually zero. As the letter ‘M’ in MOS indicates, 
early MOSFETs had metal gates; however, most modem MOSFETs have polysili- 
con gates, which permit the drain and source regions to be self-aligned to the gate 
during fabrication. 

The sourcelchannelldrain system is isolated from the substrate by a depletion zone 
formed by the reverse-biased junction between the n-sourcelchannelldrain and the 
p-doped substrate. A side-effect of this junction is that the channel is capacitively 
coupled to the substrate, which acts as an unwanted backgate to the transistor. 

Silicon-MOSFET Technology Most silicon-MOSFET technologies offer 
n-channel as well as p-channel transistors, and thus are known as complementar?, 
metal-oxide-semiconductor (CMOS) technologies. CMOS technology is ideal for 
large digital circuits: CMOS logic circuits feature a very low static power dissipation 
and can be packed very densely on the chip. For these reasons, virtually all digital 
VLSI chips are implemented in CMOS technology. CMOS technology is widely 
available, highly developed (small feature size), mature (high yield), low in cost 
(assuming high volumes to divide the mask costs), and well characterized. 

Naturally, it is very desirable to implement analog high-speed circuits for optical 
communication in the same CMOS technology that is used for VLSI chips. With 
this approach, the analog front-end circuits and the digital back-end processing can 
be integrated on a single chip, leading to a compact and low-cost solution. Often 
only the n-channel devices are used in the analog high-speed circuits; the p-channel 
devices are significantly slower and typically are used for biasing purposes only. 

The speed of modem submicron MOSFETs is formidable and increases as the 
minimum feature size is reduced in future generations. For example, an n-channel 
transistor in a typical 0.25-pm technology has fT x 25 GHz, and a 0.15-pm transistor 
has f~ x 50GHz (at Vcs - VTH = 400mV).* For the latest 90-nm technology, an 
f~ of around 120GHz is achieved [191]. The maximum frequency of oscillation, 
fmax, usually can be made larger than f 7  by choosing the appropriate device layout. 

2Because f~ usually is measured for a high bias voltage where the carrier velocity is saturated, , f ~  scales 
approximately like 1 /Lmln. where Lmin is the minimum feature size of the technology. 
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A drawback of submicron silicon NIOSFETs is their low breakdown voltage; typ- 
ically, the drain-source voltage is the most critical voltage. As the channel length 
is reduced, the supply voltage must be reduced as well to avoid breakdown. For 
example, circuits in a 0.25-pm technology typically operate from a supply voltage of 
2.5 V, whereas 0.15-pm circuits operate from 1.5 V. 

MESFET Fundamentals. A stylized cross-section through an n-channel metal- 
semiconductor jield-effect transistor l(MESFET) is shown in Fig. D. 1 (b). In this 
device, the channel between the source (S) and the drain (D) is formed by the lightly 
doped n-type material (n-). The gate ((3) metal and the channel material form a Schot- 
tky contact, which partly depletes the channel region. The depth of this depletion 
zone and thus the amount of free charge remaining in the channel are controlled by the 
gate voltage. Similar to the MOSFET, ithe device behaves as a voltage-controlled con- 
ductance or a voltage-controlled current source, depending on the operating regime. 
The MOSFET equations Eqs. @.3), (DS), and (D.6) also approximately describe the 
MESFET. (Actually, the MESFET equivalent of C& is gate bias dependent, resulting 
in a different set of equations. However, after a Taylor series approximation around 
VGS = VTH, often used to simplify the MESFET equations, the form of the MES- 
and MOSFET equations become the same.) In contrast to the MOSFET, the gate is in 
direct contact with the semiconductor material, hence the name metal-semiconductor 
(MES) is used. The reverse-biased Schottky diode provides an isolation between 
the gate and the channel, but the gate leakage current of a MESFET usually is not 
negligible. On the plus side, the gate resistance of MESFETs is very low because the 
gate is made from metal rather than polysilicon. 

Similar to the MOSFET, the drain current in the saturated regime grows quadrati- 
cally for small gate-source voltages. However, for larger voltages, the drain current 
grows more slowly and eventually saturates at a constant value. This effect is caused 
by the increased gate leakage as the Schottky contact becomes forward biased (gate 
turn-on) as well as by velocity saturation of the camers. A result of this current 
saturation effect is that the transconductance, g ,  = aZD/aVcs, reaches a maximum 
value, after which it declines. 

Depending on the amount of channel doping, it is possible to build devices that 
conduct current for Vcs = OV, so-called depletion-mode MESFETs, as well as 
devices that are completely turned off for Vcs = 0 V, so-called enhancement-mode 
MESFETs. Note that to turn an enhancement-mode MESFET on, the Schottky diode 
must be slightly forward biased, which makes the gate leakage problem worse. 

GaAs-MESFET Technology Because the low-field electron mobility in GaAs is 
about six times higher than in silicon, (GaAs MESFETs reach higher speeds than sili- 
con FETs for the same channel length and bias voltage. As we know, at high electric 
fields, the mobility degrades and the saturated electron velocity, u ~ , ~ ~ ~ ,  becomes im- 
portant in determining the speed. Here, too, GaAs has a speed advantage over silicon. 
For example, the 0.2-pm GaAs-MESI-T technology used in [80] has a peak f~ of 
80GHz and the circuits can operate from f 5 - V  power supplies. GaAs MESFETs 
have fairly high breakdown voltages, which do not depend strongly on the channel 
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length. In general, materials with a wider bandgap have a higher breakdown voltage 
because more energy is needed to create an electronlhole pair by means of impact 
ionization. The GaAs-MESFET technology is mature, widely available, and allows 
for fairly high integration levels. 

Another advantage of GaAs over silicon is the very high resistivity of the undoped 
substrate material: los C2 cm for GaAs versus 100 $2 cm for silicon. The GaAs sub- 
strate therefore is said to be a semi-insulating substrate (S.I.). This type of substrate 
greatly reduces parasitic capacitances and provides intrinsic isolation between the 
devices. On the downside, the semi-insulating substrate causes a poorly controlled 
backgating effect. Like in the MOSFET, the electric field on the backside of the chan- 
nel has an unwanted influence on the drain current. Whereas in the silicon MOSFET 
this field is well controlled by the voltage between the source and the semiconducting 
substrate (the backgate), in the GaAs MESFET this field depends on the voltages of 
the adjacent devices and the capacitive coupling through the semi-insulating substrate 
to the channel. For this reason, this effect also is known as sidegating. As a result 
of sidegating, good transistor matching and low offset voltages are hard to achieve 
in GaAs-MESFET technologies. Another drawback is the about three times lower 
thermal conductivity of the GaAs substrate over a silicon substrate. 

Because of the lack of a good native oxide for GaAs (and other compound semi- 
conductors), GaAs MOSFETs are not feasible and the MESFET structure must be 
used. This leads to another drawback of the GaAs-MESFET: the gate leakage current 
caused by the MES Schottky contact is in the range of 1 nA to 1 wA. The leakage 
can be controlled to some extent by choosing a gate metal, such as a T iMAu layered 
structure, that forms a good (high) Schottky barrier with the GaAs semiconductor. 
Finally, GaAs-MESFET technologies typically offer only n-channel devices, that is, 
the technology is not complementary. This restriction limits the circuit topologies 
that can be used. 

D.2 HETEROSTRUCTURE FET (HFET) 

HFET Fundamentals. Stylized cross-sections through n-channel HFETs in two 
different material systems are shown in Fig. D.2. Like MESFETs, HFETs have a 
metal gate (G) that is in direct contact with the semiconductor material, thus forming 
a Schottky contact. However, two dissimilar semiconductor materials are used un- 
derneath the gate: (i) a doped wide-bandgap material known as the donor layer and 
(ii) an undoped narrow-bandgap material known as the channel layer.3 Because of 
these dissimilar materials, the device is known as heterostructure field-effect transis- 
tor (HFET). The channel, which resides in the channel layer, as indicated by the "-" 
symbols in Fig. D.2, is connected to the source ( S )  and drain (D) regions by means 
of two n+ implants (dashed lines) penetrating the donor layer. Devices are isolated 

31n practice. a thin layer of undoped wide-bandgap material, known as thehuflerhyer, is placed in between 
the donor and the channel layer to separate the heterojunchon from the donor layer. 
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from each other by interrupting the donor-layer and the channel by a mesa etch or an 
isolation implant (not shown in Fig. D.2). 

Metal 

& 1- r>l n+-GaAs (Source/Drain) 

i n+ i n i n+ i n-AIGaAs (Donor) (a) ,I '-----* r - - - - - - - - - -  '--.---_ GaAs (Channel) 

GaAs Substrate (S.I.) 

Metal fi !+! r3-j nLlnGaAs (SourcdDrain) 

I n+ I n I n+ I n-InAIAs (Donor) (b) 
I------ r - - - - - - - - - -  

I------' InGaAs (Channel) 

InP Substrate (S.I.) 

fig. 0.2 HFETs in two different material systems: (a) on GaAs substrate and (b) on InP 
substrate (schematically). 

The heterostructure causes the donor layer to deplete and the resulting free electrons 
accumulate into a thin layer at the upper side of the undoped channel layer. as shown 
in Fig. D.2. The band diagram in Fig. D.3 illustrates how the bandgap discontinuity 
creates a potential well, which fills with the free charge. As in all FET types, the gate 
voltage controls the amount of charge in the channel, which then controls the channel 
current. The principle advantage of the HFET is that it achieves a higher speed, 
compared with the MESFET, because the channel resides in the undoped material 
with lower ionized-impurity scattering, and improved electron mobility. 

Donor Layer (n) I Channel Layer (i) 
Wide Bandgap 1 Narrow Bandgap 

Jr (2-D Electron Gas) Jr (2-D Electron Gas) 

fig. 0.3 Band diagram for the donor and channel layers of an WET. 
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Similar to the MESFET, the drain current in the saturated regime grows quadrati- 
cally for small gate-source voltages. However, for larger voltages, the drain current 
grows more slowly and eventually saturates at a constant value. This effect is caused 
by velocity saturation of the carriers and by an impairment of the channel confine- 
ment, which causes carriers to spill over into the donor layer, where the velocity is 
much lower. A result of this current saturation effect is that the transconductance, 
gm = aZD/aVcs, reaches a maximum value, after which it declines. 

Another advantage of the W E T  over the MESFET is that the wide-bandgap ma- 
terial underneath the gate improves the Schottky bamer height and thus reduces the 
gate leakage current. Furthermore, HFETs are known to have a better noise figure 
than MESFETs. Similar to MESFETs, HFETs suffer from poorly controlled back- 
gating and poor device matching (GaAs and InP substrates both are semi-insulating). 
Typically, HFET technologies offer only n-channel transistors; however, depletion- 
and enhancement-mode devices are sometimes available. 

The HFET also is known by several other names such as high electron-mobility 
transistor (HEMT), 2-dimensional electron-gas jield-effect transistor (2DEG-FET 
or TEGFET), and modulation-doped jield-effect transistor (MODFET). In the basic 
HFET, the layer materials are chosen to be lattice matched with the substrate to avoid 
strain. However, more advanced HFETs use materials with a small lattice mismatch 
(<8%), which is acceptable as long as the mismatched layer remains thin. This type 
of HFET is know as pseudomorphic heterostructure jield-effect transistor (PHFET) 
or pseudomorphic high electron-mobility transistor (PHEMT). PHFETs have better 
performance than the basic HFETs because there are more choices for the donor and 
channel layer materials. 

Several naming conventions for the HFET material system are in use. Sometimes 
the substrate material is used to name the technology (e.g., GaAs-HFET technol- 
ogy). However, there is more than one HFET material system that can be grown on 
a particular substrate, especially if lattice matching is not strictly required; further- 
more, the substrate material determines the transistor characteristics only partially. 
Thus to be more specific, the materials of the major layers (e.g., donor and chan- 
nel layers) sometimes are used to name the technology (e.g., AIGaAdGaAs-HFET, 
AlGaAs/InGaAs/GaAs-HFET, or even Ale. I sGw,gsAs/Ino. 15Ga0gsAs/GaAs technol- 
ogy). In this book, we use the simpler, substrate-based naming convention. 

GaAs-HFET Technology A typical GaAs HFET is shown schematically in 
Fig. D.2(a). The wide-bandgap donor layer consists of n-doped AIGaAs, which 
can be lattice matched to the GaAs channel layer and the GaAs substrate underneath 
(for any A1 fraction, A1,Gal -,As). Alternatively, the lattice mismatched InGaAs 
material (the In fraction has to be less than 25% to prevent excessive strain, e.g., 
Ino,lsGw,gsAs) can be used for the channel layer resulting in a pseudomorphic GaAs 
HFET. The GaAs-WET and GaAs-PHFET technologies have the important advan- 
tage that they achieve a very high speed and high breakdown voltages at the same 
time. For example, the 0.25-fim GaAs-PHEMT technology used in [ 1381 has an . f ~  
of 60 GHz and the circuits can operate from a supply voltage of 5.2 V. The 0.15-fim 
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GaAs-PHEMT technology reviewed in [191] reaches the peak values fT  = 1 10 GHz 
and fmax = 180 GHz and has a drain-source breakdown voltage of more than 6 V. 

InP-HFET Technology A typical I* HFET is shown schematically in Fig. D.2(b). 
The wide-bandgap donor layer consists of n-doped InAlAs and the channel layer 
underneath consists of undoped InGaAs, which both can be lattice matched to the 
InP substrate (the In fraction in the channel layer must be 53% to lattice match the 
substrate: Ino,53G~.47As). This technology achieves an even greater speed than the 
GaAs-HFET technology because of the very high electron mobility and saturated 
electron velocity in the InGaAs channel. However, breakdown voltages typically are 
lower. For example, the 0.15-pm InP-HEMT technology used in [173] has an fT 

of 167 GHz (at VGS - = 670mV), and the circuits can operate from a 3.2-V 
supply voltage. The 0.l-wm InP-HEMT technology reviewed in [I91 J reaches the 
peak values f~ = 175 GHz and fmax = 300 GHz and has a drain-source breakdown 
voltage of more than 2 V. 

Another advantage of the InP-HFE:T technology specific to optical communica- 
tion applications is that it permits the integration of long-wavelength optoelectronic 
devices. For example, a metal-semiconductor-metal (MSM) photodetector sensitive 
in the 1.3- to 1.55-pm wavelength range may be integrated on the same chip by 
reusing the gate metal. A drawback of the InP technology is the present lack of 
large substrates. 

D.3 BIPOLAR JUNCTION TRANSISTOR (BJT) 

BJT Fundamentals. A stylized cross-section through a vertical n-p-n BJT is shown 
in Fig. D.4. Its basic operation can be described as follows. The forward-biased base- 
emitter (B-E) junction injects electrons from the top into the p-doped base layer. At 
the bottom of this thin base layer, the t:lectrons, which now are minority camers, are 
picked up by the reverse-biased collector-base (C-B) junction, where they produce 
the collector current. The amount of injected current, and thus the collector current, 
Ic, can be controlled with the base-emitter voltage, V’E. As a side effect, a certain 
amount of holes are injected in the reverse direction from the base into the emitter 
and contribute to an undesirable base current. Because of the critical role played 
by electrons and holes crossing through p-n junctions, this transistor is known as a 
bipolar junction transistor- (BJT). Similar to the FET in the saturated regime, the 
BJT behaves like a voltage-controlled current source (transconductor). However, 
unlike the FET, its operation is governed by the laws of thermodynamics (Fermi- 
Dirac distribution), which results in an exponentia2 relationship between the output 
current and the control voltage. Assuiming that the base-emitter junction is forward 
biased (VBE > 0) and the collector-base junction is reverse biased (VBC 5 O), the 
BJT operates in the active regime, and its well-known IIV relationship is 
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where I& is the (extrapolated) collector current density at VBE = 0, A E  is the 
emitter area given by AE = W E L E ,  and VT is the thermal voltage given by 
VT = k T / q  x 2SmV.4 

p-Si Substrate 

Fig. 0.4 Vertical silicon BJT (schematically). 

As indicated in Fig. D.4, the emitter (E) is heavily doped (n+) and can be accessed 
directly from the top. The base (B) is lightly doped, relative to the emitter, to improve 
the electron injection efficiency. A high injection efficiency means that the emitter 
current consists mostly of electrons injected into the base region rather than holes 
injected into the emitter, thus keeping the base current low. Furthermore, the base is 
made thin (small xs) to speed up the transit time and minimize carrier recombination 
in the base, which also contributes to the base current. However, a thin base also 
causes a high base-spreading resistance, which degrades the transistor’s speed and 
noise performance. The collector (C) is lightly doped, which reduces the associated 
junction capacitance, and is contacted by a heavily doped (n+) buried layer to provide 
a low-resistance path to the collector terminal. Isolation between the devices can be 
implemented with p-type material (junction isolation) or silicon oxide (dielectric 
isolation) separating the collector regions (not shown in Fig. D.4). The transistor 
shown in Fig. D.4 is known as a vertical BJT, because the n-p-n sequence progresses 
orthogonal to the chip surface. The alternative is a lateral BJT with a horizontal n-p-n 
sequence; however, lateral devices usually suffer from lower speed and lower current 
gain because the critical base width, X B ,  now is controlled by lithography, making 
the attainable X B  much bigger. 

The base current, Zg, of a BJT is approximately proportional to the collector current 
and can be written as 

where B is the current gain of the BJT (B = al,-/aIB), which typically is in the 
range of SO to 150. In practice, @ degrades for low and high collector currents, and 
the approximation in Eq. (D.9) holds only for intermediate currents. Combining 
Eqs. (D.8) and (D.9), we find the input resistance of a BJT to be R I  = a v B E / a l B  = 

4Here we neglected the Eurly efert, which makes the collector current somewhat dependent on VCE. 
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B . v T / I C .  This resistance is in the lkSZ range and thus much lower than the input 
resistance of an FET. 

The speed of a BJT often is quantified by its unity current-gain frequency (a.k.a. 
transition frequency), f ~ ,  and its maximum frequency of oscillation, fmax. From 
Eq. (D.8), we find that gn, = aIc /aVBE = I c /  VT, and with Cbe = t~ . l C /  VT + cJe 
and cbc = CJc, we can derive (cf. Eq. (6.47)) 

(D.lO) 

We see that , f ~  is determined by the calmer transit time, T F ,  the junction capacitances 
C,e and CJc, and the collector current, I c .  An important difference to the FET is 
that the carrier transit time through the base is controlled by diffusion rather than 
drift in an electrical field. The transit time, r ~ ,  is proportional to x; /D,* ,  where 
X B  is the base thickness and D, is the diffusion constant. Thus, the transit time is 
bias independent to a first approximation.s A more detailed analysis reveals that if 
the current density I c / A E  exceeds a critical value, the transit time increases rapidly 
because of an extension of the base region into the collector region known as base 
pushout or Kirk eftiect. (The same effect also causes a reduction of the current gain.) 
Despite these differences, the speed of FETs as well as BJTs are improved by high- 
mobility semiconductor materials because the diffusion constant and the mobility 
are linked by the Einstein relationship D, = p n  VT. The higher electron mobility 
compared with the hole mobility also is the reason why n-p-n devices are faster than 
p-n-p devices. The maximum frequency of oscillation, fmX, depends strongly on the 
intrinsic base resistance, Rb, (cf. Eq. (6.48)), and thus can be controlled by the base 
doping and the layout style: a narrow emitter-stripe layout with a sufficient number 
of base contacts leads to a low Rb. (For additional information about f~ and fmax, 

see Section 6.3.2.) 
In switching and limiting amplifier applications, the BJT may enter a regime where 

the base-emitter and the collector-base junctions both become forward biased. This 
operating condition is known as the saturated regime of the BJT-not to be confused 
with the saturated regime of an FET. In this case, both junctions inject electrons into 
the base region, flooding it with charge. Unfortunately, when the BJT returns from 
the saturated to the active regime, it takes some time to clear out this excess charge. 
Therefore, the saturated regime must be avoided In high-speed applications. 

At high collector-emitter voltages, avalanche multiplication in the reverse-biased 
collector-base diode sets in and cause's the collector current to increase rapidly. This 
effect is known as avalanche breakdown. Two extreme cases can be identified. (i) If 
the base is driven from a low-impedance source (and we neglect the intrinsic base 
resistance), the excess collector current consists only of the avalanche current gener- 
ated in the collector-base diode. Thus, the emitter-collector breakdown voltage for 

1 1 - __ . - 1 
T = - '  

277 Cbe + cbc 2Jr T F  + (Cp + CJC) ' v T / l C  ' 

51t is interesting to observe that the BJT's input capacitance (Cb,) is bias dependent. whereas its transit time 
is not (ignoring the Kirk effect). In contrast, the FETs the input capacitance (C,,T) is constant, whereas its 
transit time is bias dependent (ignoring velocity saturation). 
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the shorted-base case, BVCES, is similar to the breakdown voltage of the collector- 
base diode (with open emitter): BVCES % BVCBO. The avalanche breakdown of 
the collector-base diode can be described by the multiplication factor M( VCB), which 
multiplies the collector current; if M( VCB) becomes much larger than one, breakdown 
occurs. ($If the base is driven from a high-impedance source or if the base is left open, 
the situation is more complex. In this case, the avalanche current generated in the 
collector-base diode pulls up the base voltage, thus producing an amplijied avalanche 
current at the collector. More precisely, the base is pulled down by the regular base 
current Ic/B and pulled up by the avalanche current (M - 1) .  Ic. Breakdown occurs 
if the pull-up current exceeds the pull-down current, that is, if M(VCB) > 1 + l /p,  
which is just barely more than one. Clearly, the collector-emitter breakdown voltage 
for the open-base case, BVCEO, is lower than that for the shorted-base case. For a 
BJT embedded in a practical circuit, the breakdown voltage depends on the exact 
driving conditions and occurs somewhere in between the extreme values of BVCEO 
and BVCES. The prediction of the precise breakdown voltage is complicated further 
by the base-spreading and contact resistances. The lateral voltage drops across these 
resistances tend to reduce the breakdown voltage. To predict the breakdown voltage 
accurately, a distributed 3-dimensional model or a multitransistor model must be used 
[ 15 13. Finally, note that BJTs optimized for high-speed operation tend to have a lower 
breakdown voltage. More generally, it has been found that there is a limit, known 
as the Johnson limit, to the product f T  . BV, which depends mostly on the device 
material; for silicon, its value is about 100 to 200 GHzV, whereas for InP, it is about 
500 to 1,000 GHzV.~ 

BJTs have several important advantages over FETs: (i) their speed is determined 
by epitaxial growth or diffusion (vertical feature), rather than by lithography (hori- 
zontal feature), leading to higher speeds at modest processing requirements; (ii) their 
exponential W characteristics leads to a higher transconductance at a given bias cur- 
rent; (iii) their current-drive capability per chip area is better; (iv) their l / f noise is 
lower; and (v) their matching properties are superior. However, there are some no- 
table drawbacks as well: (i) the BJT’s base current is much larger than the FET’s gate 
current; (ii) the BJT takes a long time to recover after leaving the saturated regime; 
and (iii) although digital logic circuits can be implemented in BJT technologies us- 
ing emitter-coupled logic (ECL) or transistor-transistor logic (TTL), they consume 
a large amount of static power and cannot achieve the high packing density known 
from CMOS. 

Silicon-BJT Technology Silicon-BJT technologies are mature, widely available, 
and well characterized. They typically offer n-p-n as well as the complementary 
p-n-p devices, giving the circuit designer more options. Silicon-BJT technologies 
provide fairly fast devices, even with modest lithographic resolutions. For exam- 
ple, the 0.8-pm lithography silicon-BJT technology (with 0.4-pm effective emitter 

6More recently, the Johnson limit for silicon has been reevaluated, and it was found to be higher than 
previously thought, namely around 500 GHzV [ I  lo]. 
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width) reviewed in [ 1451 has fT = 27 GHz, fmax = 34 GHz (at VCE = 1 V and 
Ic /AE = 0.75 mA/pm2), and the open-base collector-emitter breakdown voltage is 
3.7 V. Nevertheless, with a careful dlesign, circuits can be made to operate from a 
5.2-V power supply. 

At the expense of additional masks and a higher process complexity, the BJT and 
CMOS technologies can be combined into a so-called BiCMOS technozogy offering 
BJT as well as MOS transistors. This mix gives the circuit designer the best of both 
worlds; for example, the BJTs can be used for high-speed analog circuits, and the 
MOSFETs can be used for the digital CMOS logic. 

D.4 HETEROJUNCTION BIPOLAR TRANSISTOR (HBT) 

HBT Fundamentals. Stylized cross-sections through vertical n-p-n HBTs in three 
different material systems are shown in Fig. D.5. The basic layer structure (emitter- 
base-collector) is the same as for the BJT; however, two dissimilar semiconductor 
materials are used to form the emitter-base junction: the emitter is made from a 
material with a wider bandgap than the base material. Because at least one junction 
is composed of two dissimilar matenials, this device is known as a heterojunction 
bipolar transistor (HBT). 

The principal advantage of the heterojunction is that a good electron injection 
efficiency can be obtained (high B) ,  even if the base (B) is heavily doped (pf) and 
the emitter (E) is lightly doped. The reason for this effect is illustrated with the band 
diagram for a forward-biased emitter-base heterojunction in Fig. D.6. The potential 
barrier for electrons going from the emitter to the base is much lower than the barrier 
for holes going from the base to the emitter; thus, most of the emitter current is carried 
by electrons. (The undesirable spike in the conduction band of Fig. D.6 can be reduced 
with a graded heterojunction.) Because the base is heavily doped, the base-spreading 
and contact resistance, Rb,  is reduced, which improves fmax (cf. Eq. (6.48)) and the 
noise performance. Furthermore, because of the lightly doped emitter, the emitter- 
base junction capacitance, C,,, is reduced, which improves fT (cf. Eq. (6.47)) and 
fmax. The collector (C) remains lighily doped and is contacted by a heavily doped 
(n+) subcollector (or buried layer). HBT devices can be isolated from each other by 
a mesa etch or an isolation implant. 

Additional speed can be gained by gradually varying the material composition 
of the base from the emitter to the collector (graded base). This measure grades 
the bandgap (wider at the emitter, narrower at the collector) and provides a built-in 
electric drift field, which reduces the carrier transit time, t,~, across the base region. 
Other advantages of HBTs over BJTs are their higher permissible collector-current 
density, I ~ / A E ,  before fT degrades because of the Kirk effect and their higher Early 
voltage (i.e., higher output resistance). A peculiarity of HBTs with dissimilar E-B 
and C-B junctions is an offset voltage between the collector and the emitter that must 
be overcome before a collector current starts to flow. 
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n - Si (Emitter) 

p+- SiGe (Base) 

n - Si (Collector) 
(a) 

i c ,  el 
n+ n 

n+ n+- Si (Buried Layer) 

p-Si Substrate 

n - AlGaAs (Emitter) 

p+- GaAs (Base) 

n - GaAs (Collector) 
(b) 

n+ n+- GaAs (Subcollector) 

GaAs Substrate (S.I.) 

n - InAlAs (Emitter) 

p+- InGaAs (Base) 

n - InGaAs (Collector) 
(c) 

n+ n+- InGaAs (Subcollector) 

InP Substrate (S.I.) 

Fig. 0.5 HBTs in three different material systems: (a) with SiCe base, (b) on GaAs substrate, 
and (c) on InP substrate (schematically). 

Emitter (n) I Base(p+) 
Wide Bandgap I Narrow Bandgap 

fig, 0.6 Band diagram for the forward-biased emitter-base junction of an HBT. 
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Similar to the situation with HFETs, the naming of the HBT material system can 
be based on the substrate material (e.g., GaAs-HBT technology) or the sequence of 
the major layer materials (e.g., AlGaAdGaAs-HBT or SiGe-HBT technology). 

SiGe-HBT Technology A typical SiGe HBT is shown schematically in 
Fig. DS(a). The base is made from the narrow-bandgap SiGe material (typically 
the Ge fraction is around 25%: Sio.75Geo.2=j), whereas the emitter is made from reg- 
ular silicon. The lattice mismatch between the silicon and SiGe layers creates some 
strain; however, if the SiGe layer is kept sufficiently thin, this strain is acceptable and 
may even improve the carrier mobility in the base. SiGe transistors achieve a high 
speed, but often suffer from a fairly low breakdown voltage. For example, the 0.6-pm 
lithography SiGe-HBT technology (with 0.3-pm effective emitter width) reviewed in 
[I451 has f~ = 72GHz, fmax = 74GHz (at VCE = 1 V and I c / A E  = 2mA/pm2), 
and an open-base collector-emitter breakdown voltage of only 2.7 V. Nevertheless, 
with a careful design, circuits can be made to operate from a 5.2-V supply voltage. 
The 0.18-pm SiGe-HBT technology reviewed in [191] reaches f~ = 160 GHz and 
fmax = 150GHz at VCE = 1.5 V and I c / A E  = 6.0mA/pm2 and has an open-base 
collector-emitter breakdown voltage of more than 2 V. 

An important advantage of the SirGe-HBT technology is its compatibility with 
the highly developed silicon technologies. Particularly attractive is an integration 
with the CMOS technology to form a SiGe-BiCMOS technology. For maximum 
compatibility with existing technologies, the Ge fraction in the base is sometimes 
lowered and graded from 0% at the emitter to about 10% at the collector. The 
resulting transistors don’t have an emiitter-base heterojunction and thus are not “true” 
SiGe HBTs. Such transistors are referred to as SiGe drij? transistors. 

A drawback of SiGe, as well as other silicon technologies, is the semiconducting 
substrate, which causes increased wiring parasitics and losses in bonding pads, on- 
chip transmission lines, spiral inductors, and so forth. (Remember, GaAs and InP 
technologies offer semi-insulating substrates.) 

GaAs-HBT Technology A typical GaAs HBT is shown schematically in 
Fig. DS(b). The emitter is made from the wide-bandgap AlGaAs material, whereas 
the base is made from regular GaAs. This technology achieves a very high speed and 
high breakdown voltages at the same time. For example, the GaAs-HBT technology 
with a 1.4-pm wide emitter reviewed in [ 1531 has f~ = 60GHz, fmax = 11 1 GHz 
(at VCE = 1.5 V and ZC/AE = 0.5 mA/pm2), and a shorted-base collector-emitter 
breakdown voltage of more than 5 V; nevertheless, the circuits can operate from a 
7.5-V power supply. 

Because of the AlGaAsIGaAs material system, the forward voltage drop of the 
base-emitter diode is fairly high (1.3-1.4 V), making this technology less power 
efficient than others. 

lnP-HBT Technology A typical InP HBT is shown schematically in Fig. DS(c). 
The emitter is made from the wide-bandgap InAlAs (or 1nP) material, whereas the 
base is made from the narrow-bandgap InGaAs material, both of which can be lat- 
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tice matched to the InP substrate (1110.53 G@.47As, In0.52A10.48As). This technology 
achieves even higher speeds than the GaAs-HBT technology because of the superior 
carrier transport properties of InGaAs. The simple InP-HBT, as shown in Fig. DS(c), 
suffers from a low collector-emitter breakdown voltage (e.g., 2.5 V), but by modify- 
ing the collector material to form a second heterojunction at the collector, it can be 
increased to appreciable values. Such an HBT with two heterojunctions is known 
as a double heterojunction bipolar transistor (DHBT). For example, the InP-HBT 
technology with a 3-pm wide emitter (2.2-pm effective width) used in [66] reaches 
f~ = 130 GHz, fmax = 11 8 GHz, and has an open-base collector-emitter breakdown 
voltage of more than 7 V. The 1-pm InP-HBT technology reviewed in [ 19 11 reaches 
f~ = 180GHz and fmax = 200GHz at VCE = 1.5 V and I c / A E  = 2.0mA/pm2 
and has an open-base collector-emitter breakdown voltage of more than 2 V. 

Another advantage of the InP-HBT technology specific to optical communica- 
tion applications is that it permits the integration of long-wavelength optoelectronic 
devices. For example, a p-i-n photodetector sensitive in the 1.3- to 1.55-pm wave- 
length range may be integrated on the same chip by reusing the base-collector diode. 
A drawback of the InP technology is the present lack of large substrates. 
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Appendix E 
Answers to the Problems 

Chapter 2 

2.l(a) f = c/A = (299.8Mm/s)/(1.55pm) = 193.4THz. 

2.Nb) A f = c/h2 . Ah = (299.8 R4m/s)/(1.55 pm)2 . 0.1 nm = 12.48 GHz. 

2.2 The linear expression for D ( J )  is 

h - 1,300nm 

1,550nm - 1,300nm’ 
D(h)  = 17ps/(nm. km) . 

Integrating at /ah  = D(h)  . L (Eq. (2.2)) results in 

t ( h )  = 17ps/(nm. km) . 

where 4 is an arbitrary constant. This is the quadratic relationship plotted 
in Fig. 2.3. 

359 
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2.3 Convolving the Gaussian input pulse x ( t )  with the impulse response h(t)  
results in 

03 

y ( t )  = [ h(t - 1’) . x ( t ’ )  dt’ 

It thus follows that Doout = ,/o$ + D;, which, when multiplied by two, is 
equivalent to Eq. (2.7). 

Calculating the Fourier transform of the impulse response h( t )  results in 2.4 

w 

H ( f )  = Lw h( t )  . exp(-j 2n.f t )  dr 

1 t 2  
= h ( 0 ) .  exp (-z . ?) . exp(-j 2nf t )  dt 

-w 

which is equivalent to Eq. (2.9). 

Inserting ,f = B / 2  into Eq. (2.9) and comparing it with 0.794 . H ( 0 )  for 
1 dB of attenuation yields 

2.5 

exp ( - (n B ) 2 ( A T / 2 ) 2 )  1. 0.794. 
2 

Solving for B gives B 5 ,/-8 ln(0.794)/(nAT), or approximately B 5 
I / ( 2  . A T ) .  This, in fact, is how the spreading limit given in Eq. (2.8) was 
derived in [46]. 

From Fig. 2.3, we see that for D > 0, shorter wavelengths propagate 
faster than longer wavelengths. A pulse with negative chirp has a longer 
wavelength during the leading edge (red shift) and a shorter wavelength 
(blue shift) during the trailing edge. Thus, the trailing edge will “catch up” 
with the leading edge, effectively compressing the pulse. 

24.3 dB/(0.4 dB/km) = 60.8 km. 

1/(2 . 0.5 ps/(nm . km) . 3 nm . 2.5 Gb/s) = 133.3 km. The maximum 
transmission distance is 60.8 km, limited by attenuation. 

2.6 

2.7(a) 

2.7(b) 
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2.8(a) 

2.8(b) 

24.3 dB/(0.25 dB/km) = 97.2 km. 

1/(2 . 17 ps/(nm . km) . 3 nm .2.5 Gb/s) = 3.9km. The maximum trans- 
mission distance is 3.9 km, limited by chromatic dispersion. 

The dispersion-limited system of Problem 2.8. 

The dispersion limit increases to 588km. The system now is limited by 
attenuation to a distance of 97.2 km. 

We don’t have to worry about PMD. For the longest fiber of Problem 2.8, 
we h a v e m  = 2 4- = 20ps, which is significantly lower 
than 0.1 /(2.5 Gb/s) = 40 ps, thus the outage probability is extremely small. 

2.9(a) 

2.9(b) 

2.10 

Chapter 3 

3.1 

3.2(a) 

3.2(b) 

3.3(a) 

3.3(b) 

3.3(c) 

3.4(a) 

3.4(b) 

3.5 

Optical attenuation, 40 km . 0.25 dB/km = 10 dB; electrical attenuation, 
2 .  l0dB = 20dB. 

The missing power comes from the voltage source used to reverse bias 
the photodetector. 

Without a bias source, energy conservation requires VF . R P  < P ,  thus 

( R P ) 2  = 2 q R P  . BW,; thlus P = 2q /R  . BW,. For Q = 1, this is 

V F  < 1/R. 

P = 2hc/h . B W, . 

P/RAm = 4 k T / R ~ m .  BB!,,; thus P = 4 k T .  BW,. 

They become equal at the temperature T = hc/(2hk). This also is about the 
temperature at which the photodetector starts to fail because of excessive 
thermal1 y-generated dark cwent .  

The shot-noise current in the batteryhesistor circuit is strongly “suppressed” 
and usually is not measurable. (However, the resistor R produces a thermal 
noise current, i: = 4 k T / R .  HW,, which is independent of the DC current.) 

Even noise experts don’t seem to agree on the explanation! But it seems 
that shot noise in its full strength, i: = 2q I . BW,, only occurs if the carriers 
cross from one electrode to another electrode, without “obstacles.” This is 
the case to a good approximation in p-n junctions and vacuum tubes, but 
not in resistors. 

The shot noise equation i: = 29 I . BW, applies only to randomly arriving 
carriers. However, in the deterministic APD, each photon generates a group 
of M carriers with highly correlated arrival times. In fact. we could say that 
the current in the APD (IAPL, = M I P I N )  consists of “coarse” carriers with 

- 

- 

- 
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the charge Mq. Substituting - these quantities into the shot noise equation 
yields the correct result: iinPD = 2 . ( M q )  . (MIPIN)  . BWn. 

The 6 terms have the following origins: (i) shot noise due to the signal 
current, (ii) shot noise due to the ASE power, (iii) shot noise due to the 
detector dark current, (iv) spontaneous-spontaneous beat noise, (v) signal- 
spontaneous beat noise, and (vi) shot-spontaneous beat noise. 

The average signal power is i: = R2. ( P j  - F s ) ~ ,  which is equal to R2Ps2 
for a DC-balanced ideal NRZ signal with high extinction. The average noise 

and (3.17) remain valid for a DC-balanced NRZ signal after the substitution 

3.6 

- 
3.7 

- 
power iS ~ ~ . A S E  = R2 . (2PssASE + SisE . S W o )  . SWn. Thus, EqS (3.16) 

Ps + Fs. 
- 

3.8(a) The noise figure according to the definition Eq. (3.18) is F = i;.oA/[G2 . 
2q2hP/(hc) . BW,], where we used I p l ~  = qh/(hc)  . P for the ideal 
p-i-n detector. Adding the shot noise term to Eq. (3.15) yields ii,oA = 

where we used Ps = G P  and R = qh / (hc )  for the ideal p-i-n detector. 
Inserting the latter equation into the former one yields 

- 

(qh)2/(hC)2 . (2GPSAsE + SisE . BWo) . BW, + 2q2hGP/(hc) . BW,, 

3.8(b) For SASE = 0, we have F = 1/G, which is less than one for G > 1 (corre- 
sponding to a negative noise figure when expressed in dBs). Note that an 
ideal optical amplifier that amplifies the EM field before it is quantized in 
the p-i-n detector produces less shot noise than when the EM field first is 
quantized and then is amplified deterministically as assumed in the refer- 
ence model for F = 1. But as we know, practical optical amplifiers always 
produce sufficient ASE noise to keep the noise figure at more than one. 

Following the definition for the noise figure. The total output (shot) noise 
is  il = 2 q R P / G  . BW, where P is the optical input power. The output 

noise due to the source is ii,s = l /G2 . 2 q R P  . BW,. (To derive this ex- 
pression, we assume that each photon from the source is “deterministically 
attenuated” in the fiber rather than randomly absorbed.) The ratio il/ii.s 
is the noise figure F = G.  

3.9(a) - 
- 

-- 

- 
3.9(b) SimilartoProblem3.9(a), thetotaloutputnoiseisi~ = F2-G;.2qRP/G1 

BW,? (Eq. (3.18) with I p l ~  = R P / G l ) ,  the output noise due to the source 
is ii,s = C;/G:. 2 q R P .  SW,, and thus F = G I  . F2. 

Similar to Problem 3.9(b), the total output noise is i: = n . F2 . C 2  . 
2 q R P / G  . BW, (note that the input power of each segment is P and that 

- 

- 
3.9(c) 
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the gain from each segment output to the system output is one; thus, the n 
noise contributions are equal and add up directly), the output noise due to 
the source is it.s = 2gRP . BW,, and thus F = n . G . F2. 

- 

Chapter 4 

4.1 If the input noise spectrum is approximately constant during the period 
[ t - L j . .  .t],thatis, Z:.pD(f, [ t - <  .. . t J )  x Z&,(f, t),thenwecanrewrite 

Eq. (4.5) as VnTPD(f, t )  = H ( f )  * Z:.pD(f, t )  . I-”, h(t’) . dznf  *’ dt’ = 
H (f) (f, t )  . H* ( f )  = 1 H ( f )  I 2 .  I:,,( f ,  t ) .  Thus, the approximation 
is valid for time values more than Lj after a bit transition. 

The two unequal, unnormalized Gaussians can be written: l/uF{ . 
Gauss(uo/uiy) and l /uTy . Gauss(J4” - uol/vL~), where we as- 
sumed, without loss of generality, that the zero level is at 0. Equat- 
ing these two distributions and solving for uo yields the optimum de- 
cision threshold voltage VL)TH. Neglecting the different heights of the 
distributions, we find VDTH = 4’ . u , “ / ( u ~ ~  + u,rr(;s). Integrating the 
two tails results in BER = 1/2 . l /uz$  . JGTH Gauss(vo/u;y) dvo + 
1/2. l / u z  Gau,ss(uo/uz) duo or in normalized coordinates 

BER = 1/2.l; Gauss(x) dx+l/2.J; Gauss(x) dx = lg Gauss(x) dx, 
where Q = 4’/(u$ + uiy). 
With 6 = uLy/uF[, we can rewrite Eq. (4.10) as Q2 = ( $ p ) 2 / [ ( L j  + 1)2 . 
un.1 ] and Eq. (4.11) as SNR = (4’)’/[2. (6’ + 1) .?,,I. Thus, Eq. (4.12) 
can be generalized to 

4.2 

4.3 - 

- 
4.4(a) If we normalize the noise power, u:, to 1, the swing of the RZ signal, 

4’. must be 2& to achieve the specified BER. The time-averaged mean- 
free signal power, and thus the SNR, of that signal is SNR = ( 1  - < / 2 )  . 

SNR = 0.75 . 7.0352 = 37.1 

(-tQ2 + 6/2.  [(2 - Lj)QI2 = (2 - 6 ) t  . Q2. 

4.4(b) For a 50%-RZ signal and BER = 
(15.7 dB). 

When sampling at the maximum eye opening, the sampled SNR does not 
depend on Lj and always is SNR = Q2. 

If we normalize the noise power to 1, the swing of the finite slope NRZ 
signal must be 2& to achieve the specified BER. The time-averaged mean- 
free signal power, and thus the SNR, of that signal is SNR = [5/6 + (1 - 

4.4(c) 

4.5(a) 

6) + 6/61 . Q2 = (1 - 2/3. L j )  . Q2. 
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4.5(b) 

4.544 

4.6(a) 

4.6(b) 

4.7(a) 

4.7(b) 

4.8 

4.9 

4.10 

ANSWERS TO THE PROBLEMS 

For a 0.3-U1 rise/fall-time NRZ signal and BER = 
7.03S2 = 39.6 (16.0dB). 

When sampling at the maximum eye opening, the sampled SNR does not 
depend on 6 and always is SNR = Q2. 

If we normalize the noise power to 1, the levels of the PAM-4 signal must 
all be separated by approximately 2Q to achieve the specified BER. The 
time-averaged, mean-free signal power, and thus the SNR, of that signal is 
SNR = 114. (-3Q)2 + 114. (-Q)2 + 114. Q2 + 114. (3Q2 = 5 . Q2. 

For a PAM-4 signal and BER = SNR = 5 + 7.0352 = 247.5 
(23.9dB). 

Eh is the signal power times the information bit period l / ( r  . B ) .  NO is 
the noise power divided by the noise bandwidth BW, of the linear chan- 

SNR = 0.8 . 

nel. Hence 

When the noise bandwidth BW, is equal to the information bit rate (a.k.a. 
the system bit rate), r . B.  

Given the average optical power PS and the extinction ratio ER, the power 
for zeros and ones are PO = 2 P s / ( E R  + 1 )  and PI = 2Fs . ER/(ER + l), 
respectively; thus, i:* = R ( P 1  -PO) = 2 R F s . ( E R -  l ) / ( E R +  1 ) .  Solving 
for 7 s  and inserting Eq. (4.19) for i;” yields 

- E R +  1 Q.(iLy+i,y) 
2 R  Psens = - . 

E R -  1 

The rule is equivalent to Eq. (4.24) when written in the log domain and spe- 
cialized for BER = The value lolog Q(BER = - 30 = 
-21.53 [dBm] is the sensitivity of a receiver with R = 1A/W and 
irimp = 1 PA. 

The noise power for the zeros is ‘& = ii,amp, and with Eq. (3.15), the 

noise power for the ones is i:., = ii,amp + 4 R 2 F .  . SASE . SW,. With 
OSNR = PS/(SASE. BWo),  the noise for the ones can be rewritten in terms 
of OSNR as if = i:.amp + 4R2-s2 . BW,/(OSNR . BWo).  Inserting into 
Eq. (4.21), setting 7 s  = zens, and solving for Fse,, yields 

- - 
- - 

- _  

- I Q .  iT!& 
Psens = 1 - Q 2 / O S N R .  BI4&/BWo R 

4.10(a) For OSNR -+ 00, the sensitivity becomes identical toFsens,pIN in Eq. (4.24). 
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4.10(b) For a high received power, we need at least OSNR = Q2 . BW,/BWo to 
meet the specified BER. 

- - 
4.11(a) With Eq. (3.15), we find the noise power for the zeros as i&= i:.amp + 

R2 . SjSE . BWo . BW, and Ihe noise power for the ones as i2.1 = ii.o + 
4R2G& . SASE . BW,. With Eq. (4.21), the sensitivity is Eens.0~ = Q . 
( i T i + i 3 ) / ( 2 G R ) .  Setting Ps = Psens.OA and Solving f o r z e n , , O A  yields 

- 

- -  

4.11(b) Replacing SASE with qF . q . G / R  (from Eqs. (3.23) and (3.2)) yields 

which is a generalization of Eq. (4.29). 

With Eq. (3.15) and PASE = SASE . BWo, we find the noise for the zeros 
as i?; = R . PASE . m , / B W o  and the noise for the ones as iz = 

7-24- . dBW,/BWo. The signal swing is i;” = 2727. 

With & = i;’/(i?$ +iz) fromEq. (4.19), we can generalizeEq. (4.32) to 

1.12 

2OSNR 

44OSNR +- 1 + 1 
& =  

1.13 According to Eq. (4.31), the necessary transmit power is pout = qnGF . 
Q2 . q . BW,/R when negleicting the amplifier noise. With Eq. (3.2), this 
power can be rewritten as-out = nG F . Q2.  hc/h.  B W,. Solving Eq. (4.33) 
for Pout and inserting Eq. (4.32) for OSNR also leads to Fout = n C F  . Q2 . 
hc/A . B W,, . 

3.14 The value Q = 7.0 for a BER = was calculated assuming a Gaussian 
noise distribution; however, the noise distribution produced by a p-i-n pho- 
todetector (without amplifier noise) is a Poisson distribution! For the Pois- 
son distribution in Eq. (4.35), we find Q = E/o(n)  = M/z / ; i?  = m, and 
with BER = 1/2 . e-‘, we get Q = 4- ln(2 . BER) and all is well! Note 
that given a Poisson distribution, we need only & = 5.2 for BER = lo-”. 

The total noise power is c,alculated as i: = 1/H; 1 I H (  f )I2 . (a0 + 
- a1 f + a2 f 2 )  d f .  Expanding this expression and comparing it with 
i: = 010 . I2B + a1 . I f B 2  + a2 . 13B3 reveals the relationship 
I f  = 1 / B 2 . 1 / H i J I H ( f ) 1 2 .  f d f .  

- 
1.15 
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4.16 The power penalty due to finite extinction is PP = (ER + 1)/(ER - 1). 
This follows directly from the answer to Problem 4.8. 

The smallest output value for a one occurs if it is preceded by a long 
sequence of zeros. This value corresponds to the step response (0 + 1) of 
the filter evaluated for t = 1/B. Similarly, the largest output value for a 
zero occurs if it is preceded by a long sequence of ones, which corresponds 
to the inverse step response (1  + 0) evaluated fort = 1/B. The difference 
between these two values is the worst-case output swing, and its inverse is 
the power penalty (assuming the full swing is normalized to one). 

For a first-order low-pass filter, the step response is 1 -exp(-2n ‘ B W ~ ~ B  . t ) ;  
the inverse step response is exp(-2n . B W ~ ~ B  t ) .  Thus, the power penalty is 

4.17(a) 

1 

1 - 2 .  exp(-2n . BW~~B/B)  ’ 
PP = 

4.17(b) For a second-order Buttenvorth low-pass filter, the step response is [7] 

the same procedure as in Problem 4.17(a), the power penalty is 

PP = 

1 - &. eXp(-.\/2n . B W ~ ~ B  . t )  . Sin(&JC . B W ~ ~ B  . t -t- ~ 1 4 ) .  Following 

1 

1 - 2&. eXp(-& . BW&B/B) . Sin(l/Zn . B W ~ ~ B / B  + ~14). 
If the above equation yields PP < 1 as a result of overlundershoot, we set 
PP = 1. 

4.17(c) The power penalty values are 

Bandwidth 1st-Order Filter 2nd-Order Butterworth 
B W3dB / B p p  (dB) PP (dB) 

1 /3 
2/3 
4/3 

1.23 
0.13 
0.00 

2.97 
0.00 
0.01 

4.18 Calculating the Fourier transform of the impulse response h ( t )  results 
in H ( f )  = l_”,h(tj  .exp(- j2nft> dt  = jd’Bexp(-j2nf t )  dt  = 
j /(2nf) . [exp(-j 2nf/B) - 11. The magnitude is 

The tangent of the phase is given by 
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Thus, H (  f )  can be written as 

sin(nf/B) e - j  n , f /B.  H(f )  == 
nf 

When normalized such that IH(O)I = 1, this expression is identical 
to Eq. (4.60). 

The output signal equals the input signal delayed by 1/B plus c1 times 
the undelayed input signal; thus, the frequency response is H ( f )  = 
exp(- j 2n f / B )  + c1. Its m,agnitude is 

4.19 

and thus I H ( 0 ) )  = 11 + c1I (and IH(B/2)1 = 11 - c11, corresponding to a 
high-pass response for c1 < 0. 

4.20 The output signal is y ( t )  = A(ao + X [sin(wl . t )  + sin(w2 . t ) ]  + a2 . 
X 2  . [sin(@] . t )  + sin(w2 . t>I2) .  After expanding and sorting with respect 
to frequencies, 

y ( t )  = A . [UO + a2 . X 2 ]  

+ A . X . [sin(ol . t )  + sin(w2 . t ) ]  

- A . ~ 2 / 2 .  X 2  . [ C O S ( ~ O ~  . t )  + C O S ( ~ W ~  . t ) ]  

+ A . a2 . X 2  . [COS((W~ - ((>2) . t )  - COS((W~ + 0 2 )  . t ) ] .  

The first line represents the output offset, the second line represents the 
fundamental tones, the third line represents the second-order harmonic 
products, and the fourth line represents the second-order intermodula- 
tion products. 

The jitter histogram consists of two Dirac pulses separated by AT: 112 . 
[ 8 ( t ~  - A T / 2 )  + S ( ~ J  + AT/2)]  and the peak-to-peak jitter is $5 = A T .  

With random jitter, the histogram consists of two Gaussians separated by 
A T :  1 /2 .  {Gauss[(tJ - A T / 2 ) / t i y ]  +Gauss[(tJ + A T / 2 ) / t i y ] } ,  which 
looks like the histograms shown in Fig. 4.21. 

4.21(a) 

4.21(b) 

4.22 The error probability as a function of the slice level is BER = 112 . 
[lgTH Zero(uo) duo + s:z One(u0) duo ] ,  which can be rewritten as 

1/2.[1 -l:rZero(uo) d u o + j : r  One(uo) duo] .  Takingthederiva- 
tive and setting it to zero leads to aBER/avDTH = 112 . [-Zero(VDTH) + 
One( VDTH)]  = 0, hence the optimum slice level is at the intersection point 
Zero( VDTH) = One( VDTH). 
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4.23 Given BER = low4 and a frame size of 255 bytes results in an average of 
M = 255 . 8 . low4 = 0.204 bit errors per frame. The probability for 9 
errors per frame (which is not correctable with RS(255,239), assuming each 
error is in a different byte) can be found with the Poisson distribution as 
exp(-M). M9/9! = 1.38.10-’*. Neglecting the small possibility of more 
than 9 errors per frame, this number is the frame error rate at the output of 
the decoder. Converting the frame error rate back to the (payload) bit error 
rate yields BER = 9/(239.8). 1.38. A more precise 
analysis results in 5 . 

= 6.47. 
1531. 

Chapter 5 

5.l(a) The rms noise in the differential mode is a m V  
noise in the common mode is &/2 mV 

When reproducing the single-ended output noise, ir$,A = 1 mV/0.5 kS2 = 
2 PA. When reproducing the differential output noise, iLm$IA = 
1.41 rnV/l.OkQ = 1.41 PA. 

The input overload current must be i::! > 2RF0,1 = 0.16 mA, and the 
input-referred rms noise current must be iLmilA < Rpsens/Q = 1.43 PA. 

The averaged input-referred noise current density must be  in.^^^ < 
1.43 p A / d m  = 14.3 PA/&. 

The transimpedance is RT = 25 S2 . A = 2.5 kS2. 

An amplifier with a 2-dB noise figure connected to a 50 S2 source has an 
input-referred noise power that is 2dB (1.58 x) stronger than that of the 
50 S2 source alone. Thus, the input-referred rms noise current is iLmA = 
,/4kT/50 S2 . F . BW, = 2.29 PA. 

The sensitivity of the TIA receiver is better by 10 log(2.29/ 1.4) = 2.14 dB. 

The transimpedance, input impedance, and output impedance expressions 
for Rs # 0 become 

1.41 mV, and the rms 
0.71 mV. 

5.l(b) 

5.2(a) 

5.2(b) 

5.3(a) 

5.3(b) 

5.3(c) 

5.4(a) 

1 
z T ( s )  = --HT ’ 

1 + s / w p ’  

where 
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and 
A + l  1 

( R F  + R ~ ) C T ’  = -‘ RFCT 
wp = 

Note that for Rs = 0, these results correspond to Eqs. (5.12) through (5.16). 

The bandwidth of the transimpedance and input impedance is given by 
w P / ( 2 n )  corresponding to Eq. (5.15). The bandwidth of the output 
impedance is smaller and given by wZ/(2n). For frequencies above 
wZ/(2n) ,  the output impedance becomes inductive. 

Lettheopen-looppolespacingbec = RFCT/TA.  FromEq. (5.22), we find 
that Q = , / m / ( c  + I). For large values of 6, we can simplify this 
expression to Q % J(A+)/(e + 2);  thus, the required pole spacing is 

5.4(b) 

5.5(a) 

ex-- A + 1  2. 
Q 2  

5.5(b) 

5.5(c) 

5.6 

For a Bessel response, we hawe Q = l /& and thus c x 3A + 1. 

For a critically damped response, we have Q = 1/2, and thus 6 x 4 A  + 2.  

By simply plugging the numbers into Eq. (5.25), we find that at 2.5 Gb/s, 
RT 5 7.63 kQ, at 10Gb/s, RT 5 477 3, and at 40Gb/s, RT 5 29.8 3. 
(As we know, in practice, higher transimpedance values can be achieved 
by adding a post amplifier.) 

The transimpedance expression for CF # 0 becomes 5.7(a) 

1 

1 + s/ (woQ)  + s2/w;’ 
ZT ( s )  = - RT . 

where 

5.7(b) Setting Q = l /& and solving for CF (with C F  << C T )  yields 

CT -- T A  - 
( A  + ~ ) R F  (A + I )RF  A + 1 .  
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5.7(c) The amplifier time constant necessary for Q = l / f i  is given by TA M 
R F [ C T  + ( A  + ~ > C F ] ~ / [ ~ ( A  + 1 ) ( c T  + CF)] ,  assuming TA << R F ( C T  + 
A C F ) .  Inserting this into the expression for wg yields 

If we assume further that CT << A C F ,  the expression reduces to B W ~ ~ B  X 

&/ (277 . R F C F ) ,  

Combining the expressions for 00 and R T ,  we find the transimpedance limit 
(for Q 5 1 /& to be 

5.7(d) 

A ' f A  

277 . (CT + CF) . BW&B ' 
RT 5 

which is lower than the limit in Eq. (5.25),  but has the same form. 

From Eqs. (5.37) and (5.39), ignoring the gate shot noise for a MOSFET 
TIA, we find the f 2-noise comer frequency 

5.8(a) 

5.8(b) With respect to RF and C T ,  the f 2-noise comer frequency is monotonically 
related to the TIA bandwidth 1/(2n . R F C T )  . , / 2 A ( A  + 1). Thus, higher 
bit-rate TIAs generally have a higher f 2-noise comer frequency. 

With Eqs. (5.37) and (5.38),  ignoring the gate shot noise for a MOSFET 
TIA, we find the noise spectrum 

5.9 

5.10(a) With the simplifying assumptions and Eqs. (5.21) and (5.22), we find q x 
~ / A / ( R F C T T A )  and Q x , / A T A / ( R F C T ) .  Thus, varying R F  causes 
00 - l/m and Q - l/m, that is, a decrease in RF causes an 
increase in bandwidth and an increase in quality factor (peaking). 

Varying A proportional to R F  causes both ~0 and Q to remain constant. 

Varying A and TA proportional to 
and GBW= Al(2nTA)  remain constant. 

From the transimpedance and the stage gains, we can estimate the value of 
the feedback resistor in the first stage: RF = l / A  1 . ( A  + 1 ) / A .  RT = I kL! 

5.10(b) 

5.10(c) causes wg - 1 1 6 ,  whereas Q 

5.11 
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(cf. Eq. (5.53)). The white-noise contribution of this 1 ki'2 resistor alone is 
about 4.07 PA/&. The mleasured noise densities are suspiciously low! 

The transimpedance of the idealized current-mode TIA is 5.12 

1 
Z T ( S )  = -RT . 

1 + s/wp ' 

Thus, the 3-dB bandwidth is BW3dB = 1 / ( 2 n )  . ( A  + l ) / (RFCL) .  

The transimpedance of  the alctive-feedback TIA is 5.13(a) 

1 

1 + s/(woQ) + s2/wi  ' 
z T ( s )  = R T  . 

where 

and CT = C D  + C I .  

5.13(b) 

5.13(c) 

Setting Q = l/a and solving for TA yields TA = C T / ( ~ A  . g,,+). 

Inserting this time constant into the expression for wo yields B W ~ ~ B  = 
1/(2JC) &A . g m F / c T .  

5.13(d) Combining the expressions for wo and R T ,  we find the same transimpedance 
limit as in Eq. (5.25). 

The transimpedance of the TIA with bond wire inductance is 5.14 

where RT = A / ( A  + 1 ) .  R F ,  RI = R F / ( A  + l ) ,  and CT = C D  + 
Cl . For the poles to assume the third-order Butterworth positions, L B  = 
( R I C T ) ~ / ( ~ C D ) ,  CI = 114. C T ,  and C D  = 314. C T .  

5.15(a) The (low-frequency) relationship between the detector current, il , and the 
single-ended TIA input voltage, VIP, is u p  = VOCM + ( A  + 2 ) / ( 2 A  + 2 )  . 
RF . i ~ ,  where VOCM is the output common-mode voltage and A is the 
differential gain of the feedback amplifier. Thus, the single-ended input 
resistance of the balanced TIA is 

R,=-. A + 2  R F .  
2A + 2  
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5.15(b) For i l p  = il and iIN = 0, we find that the single-ended input resistance 
RI = A u I p / A i l  can be written in terms of the differential and common- 
mode resistances as RI = R I . ~  + 114. Rl.d, which leads to the same result 
as in Problem 5.15(a). 

Chapter 6 

6.1 

6.2(a) 

6.2(b) 

6.2(c) 

6.3(a) 

Multiplying the sensitivity of an ideal noise-limited receiver in Eq. (4.20) 
with the power penalty due to a finite MA gain and DEC sensitivity in 
Eq. (6.4) yields 

The “total output noise power” is i[ IA(f)I2 . v;,MA(f)/4 d f ;  note that 

the available input-referred noise spectrum, V2,MA ( f ) / 4 ,  is amplified by 
) A ( f ) I 2 .  The “fraction of the output mise power due to the thermal noise 
of the source resistance” is if IA(f)I2 . k T R s  d f ;  again, note that the 

available thermal noise spectrum, kTRs ,  is amplified by IA(f)12.  The 
“input SNR’ is 2 to l / A i .  1; I A ( f ) I 2 .  k T R s  d f .  The “output SNR’is 

A; .?to 1; IA(f)I2 . V?,,(f)/4 d f .  For both definitions, we find that 

For a narrow bandwidth A f located at frequency f, we can neglect the 
variation of A and V:MA with frequency and write the integrals as products: 

For a wide bandwidth, the numerator integral can be rewritten in terms 
of the input-referred mean-square noise voltage (using Eq. (6.12)), and 
the denominator integral can be rewritten in terms of the noise bandwidth 
(using Eq. (4.44)): 

Thecapacitor C causes the high-pass transferfunction H ( s )  = s2RoC/(1+ 
s2RoC), and thus the low-frequency cutoff is f L F  = 1/(4nRoC). 
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6.3(b) 

6.3(c) 

6.4(a) 

6.4(b) 

6.4(c) 

6.5(a) 

6.5(b) 

6.6 

6.7(a) 

Inserting the above result into Eq. (6.38) yields PP = 1 + r/(2RoC . B) .  

Solving for C yields C 2 r / [ ( P P  - 1) . 2Ro . B]. With r = 72 and 
PP = 0.05 dB, we find C 2 24.9 nF for a 2.5-Gb/s system and C 2 6.2 nF 
for a 10-Gb/s system. 

The magnitude of the second-order Butterworth transfer function is 
I H ( f ) l  = ,/1/(1 + (f/f0)4). Setting IH(f)J" = I/&'and solving for 
f reveals that the 3-dB bandwidth of n sections is (2'1" - . fo. Set- 
ting n = 1 yields the singledage bandwidth fo, and thus the bandwidth 
shrinkage is (2'ln - l)1/4. 

The stage gain is A s  = A:$ and the stage bandwidth is BWS = 

(2l/" - l)-i/4 . BWot from above. Thus, we have GBWs = Aid: . BWot.  
(2'/" - . (2l/" - l)-i/4. The gain-bandwidth 
extension is GBWot/GBWs = A:,T'/" . (2'1" - in accordance 
with Eq. (6.46). 

Differentiating A::"" . (2l/" - l p 4  with respect ton and setting the result 
to zero reveals the optimum number of stages: 

l/n-1 
= GBKot . Atot 

In 2 

> '  

nopt = -ln(l - ln2 
4 In Ator 

Using In( 1 + x) sz x for x 4: 1, we can simplify this expression to nopt 
4 In Atot for At,, >> x. 
The input admittance is Y (S:I = ( I  - A )  . sC, and thus the effective input 
capacitance is CI = ( 1  - A )  . C.  

The input admittance is Y ( s )  = ( I  - Ao) . [I +sT/( I  - Ao)]/[ l  +$TI .sC. 
At low frequencies, the effective input capacitance is CI = (1 - Ao) . C; 
at high frequencies, it is CI = C.  

The problem with the argument is that the definition of the differential 
current is used inconsistently (cf. Appendix B.2). The input capacitance 
is cb& only if the differential base current is defined as 112 . ( '  LB . P - 
1'B.N); with the same definilion for the differential collector current, the 
transconductance is g,/2 = 112. A ( i c , p  - i C , N ) / A ( v B E , p  - V B E , N ) .  

Thus, no fr doubling takes place. 

The transfer function of the MOSFET stage with series feedback is 

1 +s/o, 
A ( s )  = -Ao.  

(1  + S l W p l ) ( l  + S l W p 2 )  ' 
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where 

6.7(b) 

6.7(c) 

6.7(d) 

6.8(a) 

6.8(b) 

6.8(c) 

6.8(d) 

6.9(a) 

Setting wz = wp2 for a single-pole response leads to the condition Cs = 

Cgs/(gmRS) 1/(2nfT ’ RS) .  

The input admittance of the MOSFET stage with series feedback is 

1 + s l u ,  

1 + slop2 ’ 
Y (s) = sco . 

where Co = Cgs/(gm R s  + 1); wz and wp2 are the same as in Problem 6.7(a). 

If uz = wp2 (same condition as for the single-pole response), the input 
admittance becomes purely capacitive with the value CI = C,,/(g, R s + I ) ,  
in agreement with Eq. (6.52). 

The input conductance of the MOSFET regulated cascode is 

which for R D  << I/go and (IAFI + 1) . g , / g o  >> 1 can be simplified to 
YI  % 1 / R s  + (IAFI + 1) .grn. 

The output conductance of the MOSFET regulated cascode is 

which for (IAFI + 1) . g,/g, >> 1 and (IAFI + I )  . g ,Rs  >> 1 can be 
simplified to Yo x ~ / R D  + go/[(lAFI + 1 )  . g m R s ] .  

If we set A F = 0 (DC bias applied to gate), the above expressions describe 
the simple cascode. Thus, the feedback mechanism in the regulated cascode 
reduces the input resistance from the FET by l A ~ l  + I and increases the 
output resistance from the FET by 1 A F ~  + 1. 

When including the base-emitter conductance gm //l into our calculations, 
the approximate input conductance becomes Yl % 1 / R s  + ( I  + 1 //l) . 
( ) A , ~ l + l ) . g , ,  whichonlyisasmall modification from whatwe hadbefore. 
However, the approximate output conductance changes more drastically to 
Y o  % 1 / R D  + go/B  + g o / [ (  IAF 1 + 1 )  . g, R s ] ,  which means that the output 
resistance can be boosted by at most ,6, no matter how large (AFI is made. 

The bandwidth of the simple MOSFET stage is BW= 1 /(2n . R D C L )  
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6.9(b) The bandwidth of the MOSFET stage with TL4 load for Q = 
= I/& (Butterworth response) is given by Eq. (5.21) as BW’ 

RF to make the gain of both stages equal, it follows that BW’ = 
J I A F I  . B W F / ( ~ ~  . RDCL). 

Expressing BW’ in terms of BW yields BW’ = , / l A ~ l  . BWF . BW. Using 
IAl BW= l A ~ l  . BWF to equate the GBW of the simple common-source 
stage with that of the feedback amplifier, it follows that BW’ = m. SW, 
in agreement with Eq. (6.55). 

6.10(a) The bandwidth of the two-stage MOSFET amplifier is BW’ = 

J n / ( 2 n  . R ~ C L ) ,  where we have used the second term of Eq. (6.45) 
for the bandwidth shrinkage due to cascading two first-order stages. 
For the gain to be equal to the single-stage amplifier, we need Rb = 
R D / m  (each sub-stage lhas gain a), and thus we have BW’ = 

J G i / ( 2 r  . RDCL).  

- 
1 / ( l A ~ l  + 1) - B W F / ( ~  * R,FCL). Using RD = RT = lAFl/(lAFl -I- 1 ) .  

6.9(c) 

6.10(b) Expressing BW’ in terms of BW yields BW’ = J(&- 1). IAl . 
BW, in agreement with Eq. (6.56). Thus, the bandwidth extension is 

JzGTi.  
6.11 The bandwidth of a MOSFET stage with active-feedback load 

for Q = 1/&! (Butterworth response) is given by BW’ = 
, / l A ~ l  . g,F . B w ~ / ( 2 n  . cs ,  which follows directly from the expres- 
sion of 00 in the result to Problem 5.13(a). Using RD = RT = 
1 / & F  to make the gain of both stages equal, it follows that BW’ = 
, / l A ~ l  - B W F / ( ~ ~  . RDCL).  Because this bandwidth is the same as that 
obtained in Problem 6.9(b) for the shunt-feedback TIA load, the bandwidth 
extension is the same, too. 

The differential admittance Y ( s )  = 112 . ( I ,  - Zn)/(Vp - V,) is 6.12(a) 

1 - s / w :  

1 + s /wp ’ 
Y ( s )  = -sc . 

where 

6.12(b) The bandwidth of the negative capacitance is BW M g,/[2x . (2C + Cg~?)] ,  
as given by the pole of Y ( s ) .  The negative capacitance at low frequencies 
is -C. 

The transfer function of the MOSFET source follower is 6.13(a) 

I + s / w ,  
A(s) = A0 . 

1 + s / w p ’  
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where 

Assuming w, >> wp,  the buffer bandwidth is BWB = 

gm/PzAO(CL + CgJl. 

6.13(b) The input admittance of the MOSFET source follower is 

1 +s/wz2 

1 + slwp ’ 
Y (s) = s c o  . 

where 

and wp is the same as in Problem 6.13(a). For w << w,2, the input capaci- 
tance is Cr = CO = (1 - Ao) . C,, + Cgd. 

From Problem 6.13(a), we have CL = g m / ( 2 n  . BWB . Ao) - C,.s. Ex- 

C I  = (1 - Ao) . cgs + c g d  from Problem 6.13(b), we find the capacitance- 
transformation ratio 

6.13(c) 
pressed in terms Of fT: CL = fT/BwB . ( c g s  -I- Cgd)/AO - Cgs. With 

Inserting the values leads to K = 2.32 . (fT/BWB - 1.66), in accordance 
with [156]. 

The transfer function of the MOSFET common-source buffer is 6.14(a) 

where 

Assuming w, >> up, the buffer bandwidth is BWB = 
Rm/[2nAO(CL. + Cgd)l. 

6.14(b) The input admittance of the MOSFET common-source buffer is 

1 + S l W z 2  Y (s) = sco . 
1 i- slwp ’ 
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where 

and wp is the same as in Problem 6.14(a). For w << wp,  the input capaci- 
tance is CI = CO = C,, + ( I  + Ao) . Cgd. 

From Problem 6.14(a), we have CL = gn,/(2n . BWB . Ao) - C,d. Ex- 
pressed in terms of fT: CL = fT/BWB . (C,, + Cgd)/AO - C,d. With 
Cl = C,, + (1 + Ao) . cgd from Problem 6.14(b), we find the capacitance- 
transformation ratio 

6.14(c) 

Insertingthevaluesleads to K = 0.93.(fT/BW~-0.55),inaccordancewith 
[156]. In conclusion, the source-follower buffer is about twice as effective 
as a capacitance transformer compared with the common-source buffer. 

The bandwidth of the amplifier is given by the stage bandwidth and the 
multi-stage bandwidth shrinkage: BW,, 1/[2nRoo(Coo + C,o)] . 
Jm. Actually, the bandwidth is slightly larger than this because 
the last-stage pole is at the frequency 1/[2n . Roo/61 . (61 . Coo + C L ) ] ,  
which is higher than the frequency of the first n - 1 poles for CL < CI. 
The total power dissipation simply is Ptot = n . . PO. Given the input 
capacitance CI = 61 . Clo, we find the scale parameter 61 = 6; = Cl/Clo. 

6.15(a) 

The input-referred mean-square noise voltage of the amplifier is given by 

the series u,',,,, = + uio/ (< l  . A;) + . . . = Cyzi l / A f  . u:o/61 = 
- - -- - 

- 
( I  - l / A Y ) / ( I  - l/A;) . I J : ~ / ( ~ ,  where A s  = g,oRo is the stage gain. 

The optimum scale factor, K ,  for which all n poles have the same fre- 
quency, follows from the boundary conditions CI = $1 . C,O and CL = 

&,+I . Clo as K = g m .  The amplifier bandwidth now is BWot = 
1/[2nRoo(Cr0/~ + Coo)]. m. The total power dissipation now is 
given by the series Ptot = 61 . PO + ~ I / K  . PO + . . . = C::; 1 / ~ '  . PO = 
( 1  - 1 / ~ ~ ) / ( 1  - 1 / ~ )  . 90. The input-referred noise power of the am- 
plifier now is given by the series u : . ~ , ~  = u20/ij1+ u i o .  K / ( ( I  . A:) + . . . = 

C ~ Z ;  .*/A$ . ~ , 2 ~ / < ,  = ( I  - K ~ ~ / A ~ ) / ( I  - K/A;> . u,'o/cj. 

The optimum scale factor is K = $'% = 2.0. The improvement in band- 

6.15(b) 

- - - 
- - 

6.15(c) 
width is 
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The savings in power are 

1 - I / K "  

(1 - 1 / K )  . Iz = 0.469. 

The increase in noise power is 

6.16(a) The transfer function of the MOSFET stage with shunt peaking is 

where 

6.16(b) From the above pole expressions, we find that L = Q2 . R 2 C ~ .  Thus for 
Q = 0.644, the inductance value is L = 0.415 . R 2 C ~ ,  in accordance 
with Eq. (6.61). 

The impedance of the MOSFET active inductor is 6.17(a) 

where 

wz = 

( - 1  +w- ' ) - '  = I 
P 2  RoCg,[(g,h + g, )Rc  + 11 + RcCgd' 

1 
W p l  . wp2 = 

RO RG cp Cgd ' 

If wp2 >> wpl ,  the dominant pole, wpl ,  is (conservatively) approximated 

by ( m i ;  + which is given above. 

6.17(b) The impedance is inductive in the range w: to wpl .  Assuming wp2 >> wpl ,  
this frequency range is 

1 1 1 1 - .  . . .  - .  
2 r  R G ( C ~ A  + c g d )  2~ ROCgs[(gmh + g o ) &  + 11 + R ~ c g d .  
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With suitable values for RG,  gmb, and go, the upper frequency can be 
approximated as fT /2 .  

For the impedance to be inductive at any frequency, wz < wpl must hold. 
Using the above approximation for wpl ,  we find the condition RG > l / g m .  

Form << w p l ,  wp2: Z(s) x I?o+sRo/w,. Thus, the valueoftheinductance 
is L = RO/% = RG(cgs t- c g d ) / ( g m  + gmb + go)  re RG/@rfT) ,  in 
accordance with Eq. (6.63). 

The integral evaluates to lnlZo1 . [arcsin(l) - arcsin(O)], and thus the 
inequality simplifies to lZ0l 5 2 / ( 2 r  . BW . Cm), in accordance 
with Eq. (6.64). 

The transfer function of the MA with offset compensation is 

6.17(c) 

6.17(d) 

6.18 

6.19(a) 

s(1 + S / % )  
At&) = To . 

( 1  + sIwpl ) ( l  + s/wp2)’ 

where 

A ROC 1 

1 ( A A ]  + 1 

To = -- 
( A A I  + 1 ’ 

2RoC’ 

w, = - 
R I  CI ’ 

R1 c1 
W P l  = - wp2 = 

6.19(b) For C + 03, the LF cutoff is, determined by the offset compensation loop 
and is given by wp2: f L F  = (eAA1 + 1) / (2r  . R I C I ) .  For CI + 00, the 
LF cutoff is determined by the AC coupling and is given by wpl : f L F  = 
1/(2n .2RoC). 

Chapter 7 

7.l(a) Given an average optical power P a n d  an extinction ratio ER, the power for 
zeros and ones are PO = 2F/(ER+ 1) and PI = 2F. ER/(ER + l ) ,  respec- 
tively. Assuming a signal-independent noise, we can write the proportion 
Q - PI - PO. Inserting the power levels results in 

- E R - 1  
Q - 2 P . -  

ER+ 1 ’  

The power penalty is the inverse of the multiplier of normalized such 
that PP(ER + 03) = 1 .  Thus, we find that PP = (ER + l ) / ( E R  - l ) ,  in 
accordance with Eq. (7.5). 

Assuming that the rms noise current is proportional to the square-root of 
the power level, we can write the proportion Q - ( P I  - P o ) / ( f i +  6). 

7.l(b) 
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Inserting the power levels from Problem 7.1 (a) and squaring the result yields 

(ER - 
&2 - 2 F .  

(ER+ 1).  (@+ 1)2' 

Again, the power penalty is the inverse of the multiplier of normalized 
such that PP(ER --f 00) = 1. Thus, we find that PP = (ER + 1 )  . 

in accordance with Eq. (7.6). 

In a photodetector, the bandgap energy must be smaller than the photon 
energy of the light it is designed to detect (to permit the generation of elec- 
trodhole pairs). In a laser, the bandgap energy must be matched to the pho- 
ton energy of the light it is designed to emit (to permit stimulated emission). 

Considering that (i) the phase change @ ( t )  causes the frequency excursion 
Af = 1/(2n) . a@/& and (ii) the equivalence d/dt(ln P ( t ) )  = 1 / P ( t )  . 
d P ( t ) / d t ,  Eq. (7.10) follows easily. 

Given a DC-balanced NRZ signal with high extinction, the signal currents 
in the receiver for zeros and ones are 0 and 2RF,  respectively. The rms- 

noise currents in the presence of RIN noise for zeros and ones are 

(a + I ) ~ / ( E R  - I ) ~  = (@ + i ) / ( a  - 1 )  . (ER + I ) / ( E R  - 11, 

7.2 

7.3 

7.4 

- 
and Jii.amp + RIN . (2RF)2 . BW,,, respectively (cf. Eq. (7.11)). Thus, we 
can write & as 

2 R F  
& =  

+ fi,mp + RIN . (2RF)2 . BW,, ' 

After rewriting this equation such that p occurs only once, we get RF. 
( Q2 . RIN . BW,, - 1) + Q . = 0. The power penalty is the inverse 
of the multiplier of Fnormalized such that PP(RIN = 0) = 1. Thus, we 
find that PP = 1/(1 - Q2 . RIN . BW;,), in accordance with Eq. (7.12). 

In the case of destructive interference, the light at the combiner is radiated 
into a direction that does not couple into the output fiber. 

The resulting signal has three levels: 0 + 0, (0 + 1 ,  1 + O ) ,  and 1 + I .  

The filter has the transfer function H (  f) = exp(-j 2 n f / B )  + 1 

The spectrum of the NRZ (input) signal can be written as j / ( 2 n f )  . 
[exp(-j2nf/B) - I]  (cf. Problem 4.18). After multiplying with 
the filter transfer function, H ( f ) ,  from above, we obtain j / ( 2 r f )  . 
[exp(-j 4 n f / B )  - I]. Note that the resulting duobinary spectrum has 
half the bandwidth of the original NRZ spectrum. 

7.5 

7.6(a) 

7.6(b) 

7.6(c) 
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Chapter 8 

8.l(a) 

8.l(b) 

8.2 

8.3(a) 

8.3(b) 

8.4 

8.5(a) 

8.5(b) 

The gate-source voltage of an FET as a function of the drain cur- 
rent is VGs(f0) = J L / W  . 21g/(pnCAx) + VTH. Thus, the differen- 
tial input voltage that switches ZM completely is vGS(fM) - v ~ s ( 0 )  = 
J L /  W . 21M/(pnCLx). This voltage is equal to the overdrive voltage of 
one of the FETs biased at fM. 

The base-emitter voltage of a BJT as a function of the collector current 
is vBE(fc) = VT In(Ic/Zco). Thus, the differential input voltage that 
switches 0 . 9 9 1 ~  to one output and 0.01Z~ to the other is VBE(O.99fM) - 
VBE(O.011M) = VT(In 0.99 - In 0.01) = 4 . 6 V ~  M 115 mV. 

Therateofcurrentchangeisdi/dt = (0.8-0.2).50mA/30ps = 1 mA/ps 
and the maximum permissiblle voltage drop across the inductance is Au = 
5.2V - 2.5V - 1.5V = 1.2V. The inductance thus has to be less than 
L = A v / ( d i / d t )  = 1.2nH, (corresponding to about a 1.2-mm bond wire. 

The laser current, ZL, can be found conveniently by calculating the con- 
tributions of each source (fa, Zh, and VTH) to ZL separately and then 
adding them: 

Withthegivenvalues, thelasercurrentis fL = 0.5-f~+0.88.f~ -20mA. 

All three circuits are equivalent and implement the function vg = 2u1 + 
R . io, that is, a driver stage with output resistance R and unity gain when 
loaded with R. Circuit (a) is a direct implementation of the mathematical 
function, (b) corresponds to a current-steering output stage with passive 
back termination, and (c) corresponds to a current-steering output stage 
with active back termination. 

The edge rate of the differential input signal is (0.8 - 0.2) . v Y ” / t R ,  thus 
increasing the slice level by VOS causes the ones to shrink on both sides by 
t ~ l ( 0 . 6  . 4’) . VOS. Similarly the zeros will broaden on both sides by the 
same amount. Therefore, we have 

With the given values, tpWD =: -0.1 UI . . . 0.1 UI or, equivalently, the PWD 
adjustment range is &lo%. 
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8.6(a) The differential output swing is GP = 2R.  11 and the differential switching 
voltage is z f p ~ n  = 2[vcs(10 = 11) - VTH] (cf. Problem 8.1). Using 
the quadratic model, we have 11 = p,,C&./2 . W / L  . (14p~,/2)~, and 
thus 6' = R . pnCAx . W / L  . (zfII),in/2)2. Solving for R and using the 
load capacitance C = 2/3 . C& . W L  results in the time constant RC = 
813 . L 2 / p n  . U P ~ ) / ( I $ ~ ~ ~ ~ ) ~ .  Thus, the 20% to 80% rise/fall times are 
(cf. Eq. (8.15)) 

1 2  ..PP 

8.6(b) For uPd)/tfPmln = 1, the rise/fall times become 3.7 . L 2 / p n  . l/e, thus 
a larger logic swing improves the speed. Note, however, that for sub- 
micron MOSFETs operated at large gate-source overdrive voltages, the 
square law no longer holds (cf. Appendix D). Thus, under these conditions, 
the relationship between speed and logic swing derived in this exercise is 
not accurate. 

A small-signal AC analysis reveals the following. The laser current is the 
sum of the modulation and bias currents, 11 = I, + I h .  The bias current is 
controlledbytheAPCloopasfollows: = g,.(-A)-R/(l+s-RC).(.I,. 
Solving for the transfer function of the transmitter, l l / lm, yields 

8.7 

1 l + s . R C  

1+(AgmR l + ~ . R C / ( 1 + c A g m R )  

Assuming that the loop gain, cAg,R, is much larger than unity, the low- 
frequency cutoff is given by the pole of the above transfer function 

1 I+CAgmR 
RC 

f L F  = ' 

and with Eq. (8.17), the power penalty follows as 

8.8(a) The power for zeros and ones are Po = [ . ( I B  - I T H )  and PI = 6 . ( I B  + 
I M  - ITH) ,  respectively, as long as I B  3 ITH.  The average power follows 
as F = . (Is - ITH + I M / 2 )  and is held constant by the APC, which 
means I B  - ITH = - 1 M / 2 .  Thus, we have Po = p- c . 1 M / 2  and 
Pl = F+ 6 . I M / 2  and the ER becomes 

8.8(b) For an infinite-ER, we need 6 . I M / ( 2 p )  = 1.0. When < degrades by 30%, 
the expression 6 . I ~ / ( 2 p )  becomes 0.7; thus, ER = ( 1  + 0.7)/( 1 - 0.7) = 
5 . 7 ~  (7.5 dB). 
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8.8(c) To achieve ER = 6 . 6 ~  (8.2 dB), we need 6 .  IM/(2F) = 0.737. To permit a 
slope efficiency degradation of lo%, we need < . 1M/(2F) = 0.737/0.9 = 
0.819, corresponding to ER = 1 0 . 0 ~  (1O.OdB). 

Given a 1-mW peak-to-peak optical output power, the modulation currents 
must be 12.5 mA, 14.3 mA, and 20.0 mA for the temperatures -4O"C, 
20"C, and 8O"C, respectively. (i) The modulation current can be controlled 
as a function of the temperature using the above values and interpolations 
in between. Simpler, an average temperature coefficient of 0.0625 mA/"C 
could be used. (ii) The modulation current can be increased in proportion 
to the bias current increase: AIM = 0.227 . AIB. (iii) A combination of 
the above two methods. 

The output voltageof the mixer is 10- VO -sin(wt).[ li$ -sin(ot)], which can 
beexpanded into theseries &5. VO .<+lo. Vo .sin(wt)f5. VO .c -cos(2wt). 
After filtering out the components at w and 2w and amplifying the result 
by A ,  we obtain the bias voltage VB = k 5 A  . Vo . c .  
Without SD and with IREF/2, the integral in Eq. (8.18) evaluates to 1 / c  . 
[ I P D  . n l / B  - IWF/2. ( n o + n 1 ) / B ] .  With (no+n1)/2 = nl for 50% mark 
density, the above expression becomes identical to the second expression 
in Eq. (8.18). 

8.9 

8.10 

8.11 
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Appendix F 
No ta tion 

Voltages and Currents. 

Constant voltages and currents (i.e., DC voltages and currents) are designated 
with uppercase letters and uppercase indices (e.g., VGS or Zo). 

Total instantaneous voltages and currents are designated with lowercase letters 
and uppercase indices (e.g., VGS or io). 

0 Small-signal voltages and currents in the time domain are designated with 
lowercase letters and lowercase indices (e.g., vgs or id). These small-signal 
voltages and currents represent a small change in the total instantaneous value, 
and thus also are written as such with a A prefix (e.g., A V G ~  or AiD). 

0 Phasors for voltages and currents (complex quantities that describe the ampli- 
tude and phase of a small-signal sinusoid) are designated with uppercase letters 
and lowercase indices (e.g., Vgs or Id). 

The peak-to-peak value (swing) of a voltage or current signal is designated with 
a lowercase letter and a p p  superscript (e.g., up’’ or ipp). 

The average value of a voltage or current signal is designated with a lowercase 
letter and a horizontal bar (e.g., V or z). 

385 
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Noise Quantities. 

a Instantaneous noise voltages and currents in the time domain are designated 
with lowercase letters and the index n (e.g., u, or in). 

e Mean-square noise voltages and currents, measured in a given bandwidth, are 
designated with u,' and i;, respectively. These quantities also are referred to 
as noise powers for short. The mean indicates either the time average (for 
stationary noise) or the ensemble average (for nonstationary noise), as appro- 
priate. These noise quantities can be calculated as the integral of an (output- 
referred) power spectral density over the given bandwidth. The integral of an 
input-referred power spectral density, however, does not lead to a meaningful 
input-referred noise power. 

- - 

* Root-mean-square (rms) noise voltages and currents, measured in a given band- 
width, are designated with vLmS and iLm:"", respectively. These quantities are the 
square roots of the mean-square noise quantities (see above). 

0 The power spectral densities for voltages and currents are designated with 
V,'(f) and Z:(f), respectively. These quantities also are referred to as power 
spectra for short. The power spectral densities used in this book all are one 
sided, and thus directly represent the noise power in a 1-Hz bandwidth at 
frequency f. (No matter if we say power spectral density or simply power 
spectrum, we always mean the power in a 1-Hz bandwidth.) Power spectral 
densities can be calculated as the Fourier transform of the autocorrelation func- 
tion of the time domain signal. 

0 The root spectral densities for voltages and currents are designated with V, ( f )  
and I , ( f ) ,  respectively. These quantities are the square roots of the power 
spectral densities (see above) and represent the rms noise voltage or current in 
a 1-Hz bandwidth at frequency f. 
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Symbols 

Latin Symbols 

A 
a 
A0 
A ,  

AC 
A,, 

a ,  

Ad 
Add 
AE 
AF 
AS 
AS, 
Atot 
A x  
B 
BER 
BERi, 

(i) Voltage gain; (ii) current gain 
Fiber attenuation per unit length 
Voltage gain at low frequencies 
Voltage gain of amplifier number u 
Normalized power-series coefficient 
Collector area 
Common-mode gain 
Differential gain 
Positive power-supply gain 
Emitter area (= W E L , ~ )  
Gain of feedback amplifier 
Voltage gain per stage 
Negative power-supply gain 
Total voltage gain of a multistage amplifier 
Gain to node x 
(i) Bit rate; (ii) susceptance 
Bit-error rate (actually, bit-error probability) 
Bit-error rate before error correction 

387 
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Bit-error rate after error correction 
Breakdown voltage 
Open-emitter collector-base breakdown voltage 
Open-base collector-emitter breakdown voltage 
Shorted-base collector-emitter breakdown voltage 
Bandwidth 
3-dB bandwidth 
Bandwidth of block number v 
Bandwidth of buffer 
Bandwidth of decision circuit 
Bandwidth of feedback amplifier 
Noise bandwidth (for white noise) 
Noise bandwidth (for f 2  noise) 
Optical bandwidth 
Bandwidth of a stage 
Capacitor or capacitance 
Speed of light in vacuum, c = 299.8 . lo6 m/s 
Capacitance at low frequencies 
Capacitance at high frequencies 
Filter coefficient number u 
Bridge capacitor 
Base-collector capacitance 
Base-emitter capacitance 
Capacitance of photodetector 
Drain-bulk capacitance 
Emitter capacitor 
Feedback capacitor 
Gate-drain capacitance 
Gate-source capacitance 
Input capacitance 
Collector junction capacitance 
Emitter junction capacitance 
Load capacitance 
Output capacitance 
Oxide capacitance per unit area 
(i) Parasitic capacitance; (ii) bond-pad capacitance 
Internal capacitance of photodiode 
Source-bulk capacitance 
Total capacitance at the TIA summing node (= CD + C l )  
Capacitance of input transmission-line segment 
Capacitance of output transmission-line segment 
Capacitor at unused TIA input 
Common-mode rejection ratio 
Camer-to-noise ratio 
Composite second-order distortion 

TEAM LinG



389 

CTB 
D 
D,  
DPMD 
E 

ER 
F 
F 
f 
A f  
f a  
f”  

f c  

f c2  

fcutoff 

.fmx 

Eb 

f A  

fLF 

Composite triple-beat distortion 
Chromatic dispersion parameter 
Diffusion constant for electrons 
Polarization-mode dispersion parameter 
Electric field 
Energy per information bit 
Extinction ratio 
(i) Noise figure; (ii) excess noise factor 
Optical noise figure 
(i) Frequency; (ii) function 
Bandwidth 
Resonance frequency of a second-order transfer function 
Frequency component number v 
Pole frequency of amplifier (= 1/(2x . TA))  
1 / f -noise comer frequency of noise spectrum 
f2-noise comer frequency of noise spectrum 
Cutoff frequency of transmission line 
Low-frequency cutoff 
Unity power-gain frequency of a transistor (maximum frequency 
of oscillation) 
Frequency of pole 
Self-resonance frequency 
Unity current-gain frequency of a transistor (transition frequency) 
Frequency of zero 
(i) Power gain; (ii) conductance 
Transconductance of a transistor 
Bulk-input transconductance of a transistor 
Output conductance of a transistor 
Normalized Gaussian distribution: 1 /&. exp(-x2/2) 
Gain-bandwidth product 
Gain-bandwidth product of a single stage 
Gain-bandwidth product of total amplifier 
Gain compression 
Transfer function of a linear system 
Planck constant, h = 6.626 . 
Impulse response of a Linear system 
Passband value of the transfer function H ( f )  
Full raised-cosine spectrum 
Spectrum of the ideal I W Z  signal 
uth-order harmonic distortion 
Current 
Reference current 
First Personick integral 
Second Personick integral 
Third Personick integral 

Js 
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IAGC 
iANT 

IA PD 

I B  

IC 

k o  

iCM 
ID 
IDK 
I E  

I f  
IG 
il 

%O 

1 I .  incident 

1 I.outgoing 
I L  

1L.on 
iPP 

IM 

iN 
in  

lin 

1n.O 

in. 1 

1n.arnp 

in.APD 

in.APD.0 

in.APD. 1 

in.ASE 

i11.B 

1n.C 

1n.D 

~ . D K  

in. front 

1n.front.C 

in. front. D 

in.front. Rh 

iiLG 

&.MA 

in. OA 

in. OA.0 

in.oA. I 

Automatic gain control current 
Antenna current 
Avalanche photodetector current 
(i) Base current; (ii) laser bias current 
Collector current 
Collector current at VBE = 0 
Collector current density at VBE = 0 
Common-mode current 
(i) Drain current; (ii) differential current 
Dark current 
Emitter current 
Personick integral for f noise 
Gate current 
Input current 
Input current component due to incident wave 
Input current component due to outgoing wave 
Laser current 
Laser on current 
Maximum input current for linear operation 
Laser modulation current (= i;’) 
Current at the inverting terminal 
Noise current 
Noise current when receiving a zero 
Noise current when receiving a one 
Input-referred noise current of the linear channel (amplifier) 
Noise current of an avalanche photodetector 
Noise current of an avalanche photodetector when receiving a zero 
Noise current of an avalanche photodetector when receiving a one 
Noise current of a p-i-n photodetector due to amplified sponta- 
neous emission 
Noise current at the base of a BJT 
Noise current at the collector of a BJT 
Noise current at the drain of an FET (channel noise) 
Noise current due to dark current 
Input-referred noise current of the TIA front-end 
Input-referred noise current of the TIA front-end due to in,c 
Input-referred noise current of the TIA front-end due to  in.^ 
Input-referred noise current of the TIA front-end due to in& 

Noise current at the gate of an FET 
Input-referred (TIA input) noise current of the main amplifier 
Noise current of an optically preamplified p-i-n detector 
Noise current of an optically preamplified p-i-n detector when receiv- 
ing a zero 
Noise current of an optically preamplified p-i-n detector when receiv- 
ing a one 
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in. OA. S 

1n.PD 
ln,PlN 
1,. PIN. 0 
in, PIN, 1 

in.Rb 
1n.res 

1n.RIN 
1n.TIA 
IOA 

10s 
iPP 
ovl 

ITH 
ITHO 
IMDv 

k 
j 

Noise current of an optically preamplified p-i-n detector that is due to 
the quantum noise of the optical source 
Noise current of a photodetector 
Noise current of a p-i-n photodetector 
Noise current of a p-i-n photodetector when receiving a zero 
Noise current of a p-i-n photodetector when receiving a one 
Noise current of the inninsic base resistance of a BJT 
Noise current of a resisror 
Noise current of a p-i-n photodetector due to laser RIN noise 
Input-referred noise current of the TIA 
Current of an optically ipreamplifier p-i-n detector 
Offset current 
Input overload current 
Current at the noninverting terminal 
Photodetector current 
Preemphasis current 
p-i-n photodetector current 
Reference current 
Signal current 
Single-ended current 
Electrical sensitivity of the TIA 
Laser threshold current 
Laser threshold current at T = 0 
uth-order intermodul'ation distortion 
Imaginary unit, j = &i 
(i) Boltzmann constant, k = 1.381 . 
(ii) magnetic coupling factor 
Ionization-coefficient ratio 
(i) Length; (ii) inductor or inductance 
Bond-wire inductance 
Emitter length 
Input inductor 
Output inductor 
Optimum inductance 
(i) Avalanche gain; (ii) mean of Poisson distribution 
Modulation index 
FET transistor number u 
Optimum avalanche gain 
Number of bits 
(i) Integer number; (ii) refractive index 
Noise power spectral density 
Number of zero bits in a burst 
Atomic population for the ground state 
Number of one bits in a burst 
Atomic population for the excited state 

J/K = 86.18 peV/K; 
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%lad 
@or 

Ncso 
NCTB 

nopt 
NECG 
OSNR 
P 
P 
PO 
p1 
PASE 
Pin 

POVl 

PS 
- Psens 
- Psenso 
- Psens.APD 
- Psens.OA 
- psens. OAC 
- psens. PIN 
Psens,quant 

- 

- pout 

- 

Poisson(n) 
PP 
PSRR+ 
PSRR- 
Q 
e 
9 
Q" 
&in 

Q n  

QO", 

R 
AR 
R 
r 
RO 
RAGC 
RANT 

RAPD 
R B  

RC 
Rh 

Refractive index of the fiber cladding 
Refractive index of the fiber core 
Second-order beat count 
Triple-beat count 
Optimum number of stages 
Net electrical coding gain 
Optical signal-to-noise ratio 
Power 
Average power 
Optical power when transmitting a zero 
Optical power when transmitting a one 
Optical noise power due to amplified spontaneous emission 
Optical input power (into modulator) 
Optical output power (from transmitter) 
Optical overload power 
Optical signal power 
Optical receiver sensitivity 
Sensitivity reference value 
Sensitivity of receiver with an avalanche photodetector 
Sensitivity of receiver with an optically preamplified p-i-n detector 
Sensitivity of receiver with a cascade of optical amplifiers 
Sensitivity of receiver with a p-i-n photodetector 
Quantum limit of sensitivity 
Poisson distribution: exp(-M) . M"/n! 
Power penalty 
Positive power-supply rejection ratio 
Negative power-supply rejection ratio 
Quality factor of a second-order transfer function (= 1 / ( 2 < ) )  
Personick Q 
Electron charge, q = 1.602 . 1 0-19 C 
Bipolar transistor number u 
Personick Q needed for BEROut with error correction 
Negative charge in an FET channel 
Personick Q needed for BERout without error correction 
Resistor or resistance 
Deviation of resistance from RO 
Responsivity 
(i) Run length; (ii) code rate 
(i) Characteristic impedance; (ii) resistance at low frequencies 
Automatic gain control resistor 
Antenna resistance 
Responsivity of an avalanche photodetector 
Base resistor 
Intrinsic base resistance 
Collector resistor 
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SASE 

S D  

Sdd 

SNR 
T 
AT 
t 

S R  

TO 
TA 
~ D D J  

tdelay 

~ D J  

t F  

Tin 
t J  
~ J T O L  

Toll, 

Common-mode resistance 
(i) Drain resistor; (ii) dummy load resistor 
Differential resistance 
Emitter resistor 
Feedback resistor 
Gate resistor 
Intrinsic gate resistance 
Input resistance (resistor) 
Load resistor 
Internal series resistance of laser diode 
Output resistance (resistor) 
(i) Parallel resistor; (ii) parasitic resistance 
Internal series resistance of photodiode 
(i) Shunt resistor; (ii) series resistor; (iii) source resistor 
(i) Transresistance (= Z T ,  if ZT is real); (ii) termination resistor 
Relative intensity noise spectrum 
(i) Switch; (ii) power spectral density; (iii) S parameter 
S matrix 
Complex frequency variable 
S parameter at low frequencies 
S parameter from port 11 to port p 
Single-ended S parameler from port u to port p 
Mixed-mode S parameter from mode n and port u to mode rn and 
Port P 
Power spectral density due to amplified spontaneous emission in both 
polarization modes (= 2 S A s E )  
Power spectral density due to amplified spontaneous emission in a 
single polarization mode 
Data switch 
Submatrix of differential S parameters 
Reset switch 
Signal-to-noise ratio 
(i) Temperature; (ii) bit interval (= 1 / B )  
Pulse spreading (= 2 q )  
Time 
Characteristic temperature 
Time constant of amplifier (= 1/(2n . f ~ ) )  
Data-dependent jitter 
Delay time 
Deterministic jitter 
Fall time 
Input pulse width (= 2n,”) 
Timing jitter 
Jitter tolerance 
Output pulse width (= 2crOut) 
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tPWD 

t R  

~ R J  

t S  

~ T J  

~ T O D  
TBD3 
THD 

VAGC 
VA PD 

V B  

V B C  

VBE 

V 

VBJ 

V B l v  

V C E  

VCM 

V D  

vcc 

VDD 
VDRIFT 

VDTA 
VDTH 
V E  

VEE 

V C S  

V D S  

VEOL 

211 

SYMBOLS 

Vl.incident 
vl.outgoing 

VYO", 

Vl.reflected 

vl.transrnitted 

VICM 

UIN 

VIP 

V L  

v f  
VLOS 

V M  

UM I 

V M 2  

Pulse-width distortion 
Rise time 
Random jitter 
Sampling instant 
Total jitter 
Turn-on delay 
Triple-beat (intermodulation) distortion 
Total harmonic distortion 
Voltage 
Automatic gain control voltage 
Avalanche photodetector bias voltage 
Bias voltage for modulator 
Control voltage for the bias currentholtage of a laser/modulator 
Base-emitter voltage 
Bias voltage 
Bias voltage number u 
Positive power-supply voltage of a bipolar circuit 
Collector-emitter voltage 
Common-mode voltage 
Differential voltage 
Positive power-supply voltage of an FET circuit 
Voltage drift 
Drain-source voltage 
Decision threshold ambiguity width or sensitivity of a decision circuit 
Decision threshold voltage 
Voltage of vertical eye opening 
Negative power-supply voltage of a bipolar circuit 
End-of-life indicator voltage 
Gate-source voltage 
Input voltage 
Input voltage component due to incident wave 
Input voltage component due to outgoing wave 

Maximum permissible input voltage swing 
Input voltage component due to reflected wave 
Input voltage component due to transmitted wave 
Common-mode input voltage 
Voltage at inverting input 
Voltage at noninverting input 
Voltage drop across a laser 
Maximum input voltage for linear operation 
Loss-of-signal indicator voltage 
Modulator voltage 
Voltage at the first input port of an MZ modulator 
Voltage at the second input port of an MZ modulator 

(= Vl.reflected or Vl.transmitted) 
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e o , ,  
V O  .reflected 
V0,transmittc 

VOCM 

VON 

VOP 

VOS. SA 

vos 

VOS" 

VOSN 

VOSP 

4tl 

Control voltage for the modulation current of a laser 
Voltage at the inverting terminal 
(i) Noise voltage; (ii) electron velocity 
Noise voltage when receiving a zero 
Noise voltage when receiving a one 
Noise voltage due to the linear channel (amplifier) 
Input-referred noise voltage of the MA 
Available input-referred noise voltage of the MA 
Noise voltage at inverting output 
Noise voltage at noninverting output 
Noise voltage due to the photodetector 
Noise voltage of the source resistance 
Output voltage 
Output voltage component due to incident wave 
Output voltage component due to outgoing wave 

Maximum permissible (output voltage swing 
Output voltage component due to reflected wave 
Output voltage component due to transmitted wave 
Common-mode output voltage 
Voltage at inverting output 
Voltage at noninverting output 
Offset voltage 
Offset voltage for slice-level adjustment 
Offset voltage of amplifier number u 
Offset-control voltage at the inverting input 
Offset-control voltage at the noninverting input 
Input overload voltage 
Voltage at the noninverting terminal 
Preemphasis voltage 
Voltage drop across resistor 
Reference voltage 
Modulation voltage (or voltage swing) for modulator (= I 

(i) Signal voltage; (ii) source voltage 
Slice-level adjustment voltage 
Control voltage for voltage swing of a modulator 
Single-ended voltage 
Sensitivity of the MA 
Negative power-supply voltage of an FET circuit 
Switching voltage 
Thermal voltage, Vr = 25.256mV @ 20°C. 
Threshold voltage 
Turn-on delay compensation voltage 
Voltage at node x 
Switching voltage of Mach-Zehnder modulator 

(= uO.reflected or VO.transmitted) 

:d 
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Width 
Emitter width 
Amplitude of the input signal x 
Input signal to filter or amplifier 
Base thickness 
Admittance 
Output signal from filter or amplifier 
Admittance of photodetector 
Input admittance 
Output admittance 
Impedance 
Impedance at low frequencies 
Common-mode impedance 
Mode-conversion impedance 
Differential impedance 
Mode-conversion impedance 
Input impedance 
Output impedance 
Single-ended impedance 
Transimpedance 
Impedance of transmission line 
Impedance of input transmission line 
Impedance of output transmission line 
Impedance of transmission-line segment 
Impedance of input transmission-line segment 
Impedance of output transmission-line segment 

Greek Symbols 

Laser chirp parameter 
Noise parameter for f”-noise 
Current gain of a bipolar transistor 
Channel-noise factor of FET 
Input reflection coefficient (= S11) 

Output reflection coefficient (= SZZ) 
Current spreading from emitter to collector 
(i) Relative offset error in decision threshold; (ii) relative IS1 in signal 
Damping factor (= 1/(2Q)) 
Quantum efficiency 
(i) Capacitance transformation ratio; (ii) scale factor 
Wavelength 
Spectral linewidth 
Spectral linewidth of the unmodulated source 
Electron mobility 
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Generic parameter used in exercises 
Standard deviation or rms value 
Input pulse rms width 
Output pulse rms width 
RMS impulse spread 
(i) Group delay; (ii) transit time 
Group delay variation 
Delay variation due to AM modulation 
Camer lifetime 
Transit time of a bipolar transistor 
Phase 
Angular frequency 
Pole angular frequency of a second-order transfer function 
Angular frequency of a (single) pole 
Unity current-gain angular frequency of a transistor 
Angular frequency of a (single) zero 

Special Symbols 

x 
“u 

.. 

Approximately equal to 
Proportional to ( y  - x means y = const . x )  
(i) Additional terms, etc.; (ii) range (1 . . . 2  kC2 means in the range of 
1 kC2 to 2 kC2) 
(i) Good moment for solving the indicated problem; (ii) changes to, 
goes to 

+ 
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AID 
ABC 
AC 
AGC 
AM 
APC 
APD 
APON 
ASE 
ASK 
ATC 
ATM 
AWG 
BCH 
BER 
BERT 
BGA 
BiCMOS 
BJT 
BPON 

Appendix H 
Acronyms 

Analog-to-Digital converter 
Automatic Bias Control 
Alternating Current 
Automatic Gain Control 
Amplitude Modulation 
Automatic Power Control 
Avalanche Photodetector or Avalanche Photodiode 
ATM Passive Optical Network 
Amplified Spontaneous Emission 
Amplitude-Shift Keying 
Adaptive Threshold Control 
Asynchronous Transfer Mode 
Arrayed Waveguide Grating 
Bose-Chaudhuri-Hocquerighem code 
Bit-Error Rate 
Bit-Error Rate Test set 
Ball Grid Array 
BJT + CMOS 
Bipolar Junction Transistor 
Broadband Passive Optical Network 
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BW 
CATV 
CDR 
CID 
CK 
CML 
CMOS 
CMRR 
CMU 
CNR 
co 
CPM 
CRZ 
cs-Rz 
cso 
CTB 
cw 
D/A 
DBR 
DC 
DCF 
DDA 
DDJ 
DEC 
DFB 
DFE 
DGD 
DHBT 
DJ 
DML 
DMT 
DMUX 
DOP 
DPSK 
DQE 
DSF 
DSL 
DSP 
DTAW 
DUT 
DWDM 
E/O 
EA 
EAM 
ECL 

Bandwidth 
Community -Antenna Television 
Clock and Data Recovery 
Consecutive Identical Digits 
Clock 
Current-Mode Logic 
Complementary MOS 
Common-Mode Rejection Ratio 
Clock Multiplication Unit 
Camer-to-Noise Ratio 
Central Office 
Cross-Phase Modulation 
Chirped Return-to-Zero 
Carrier-Suppressed Return-to-Zero 
Composite Second-Order distortion 
Composite Triple-Beat distortion 
Continuous Wave 
Digital-to-Analog converter 
Distributed Bragg Reflector (laser) 
Direct Current 
Dispersion Compensating Fiber 
Differential Difference Amplifier 
Data-Dependent Jitter 
Decision Circuit 
Distributed Feedback (laser) 
Decision-Feedback Equalizer 
Differential Group Delay 
Double Heterojunction Bipolar Transistor 
Deterministic Jitter 
Directly Modulated Laser 
Discrete MultiTone modulation 
Demultiplexer 
Degree Of Polarization 
Differential Phase-Shift Keying 
Differential Quantum Efficiency 
Dispersion-Shifted Fiber 
Digital Subscriber Line 
Digital Signal Processor 
Decision Threshold Ambiguity Width 
Device Under Test 
Dense Wavelength Division Multiplexing 
Electrical to Optical converter 
Electroabsorption 
Electroabsorption Modulator 
Emitter-Coupled Logic 
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EDFA 
EFM 
EM 
EML 
EOL 
EPON 
ER 
ESCON 
ESD 
FDDI 
FEC 
FET 
W E  
FTR 
FIT 
FITL 
FJSE 
FM 
FOPA 
FP 
FSAN 
FSK 
FTTC 
FITH 
FTTP 
FWHM 
FWM 
GaAs 
GbE 
GBW 
GPON 
GRIN 
GVD 
HBT 
HD 
HEMT 
HFC 
HFET 
HPF 
I/V 
IC 
IEEE 
IIP3 
IMDD 
IMD 

Erbium-Doped Fiber Amplifier 
Ethernet in the First Mile 
Electromagnetic 
Electroabsorption Modulated Laser 
End Of Life 
Ethernet Passive Optical Network 
Extinction Ratio 
Enterprise Systems CONnection 
Electrostatic Discharge 
Fiber Distributed Data Interface 
Forward Error Correction 
Field-Effect Transistor 
Feed-Forward Equalizer 
Finite Impulse Response filter 
Failures In Time (failures per lo9 hours) 
Fiber In The Loop 
Franz-Keldysh Effect 
Frequency Modulation 
Fiber Optical Parametric ,4mplifier 
Fabry-Perot (laser) 
Full Service Access Network 
Frequency- S hi ft Keying 
Fiber To The Curb 
Fiber To The Home 
Fiber To The Premise 
Full Width at Half Maximum 
Four-Wave Mixing 
Gallium- Arsenide 
Gigabit Ethernet 
Gain-Bandwidth product 
Gigabit-capable Passive Optical Network 
Graded Index 
Group-Velocity Dispersion 
Heterojunction Bipolar Transistor 
Harmonic Distortion 
High Electron-Mobility Transistor 
Hybrid Fiber-Coax 
Heterostructure Field-Eff ect Transistor 
High-Pass Filter 
Current vs. Voltage 
Integrated Circuit 
Institute of Electrical and Electronics Engineers 
Input-referred 3rd-order Intercept Point 
Intensity Modulation witlh Direct Detection 
Intermodulation Distortion 
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InGaAs 
InGaAsP 
I* 
IP 

ISDN 
IS1 
JFET 
JTOL 
L/I 
LA 
LAN 
LD 
LDPC 
LED 
LF 
LiNbO3 
LMS 
LOS 
LPF 
MA 
MAC 
MAN 
MES 
MESFET 
MLM 
MMF 
MMIC 
MODFET 
MOS 
MOSFET 
MPN 
MQW 
MSM 
MSR 
MTTF 
MUX 
MZ 
MZM 
NA 
Nd 
NECG 
NF 
NIC 
NRZ 

Indium-Gallium- Arsenide 
Indium-Gallium- Arsenide-Phosphide 
Indium-Phosphide 
Internet Protocol 
Intellectual Property 
Integrated Services Digital Network 
Intersymbol Interference 
Junction Field-Effect Transistor 
Jitter Tolerance 
Light vs. Current 
Limiting Amplifier 
Local-Area Network 
Laser Diode 
Low-Density Panty-Check code 
Light-Emitting Diode 
Low Frequency 
Lithium Niobate 
Least Mean Square 
Loss of Signal 
Low-Pass Filter 
Main Amplifier 
Medium Access Control 
Metropolitan-Area Network 
Metal-Semiconductor 
MES + FET 
Multiple-Longitudinal Mode (laser) 
MultiMode Fiber 
Monolithic Microwave IC 
Modulation-Doped Field-Effect Transistor 
Metal-Oxide-Semiconductor 
MOS + FET 
Mode-Partition Noise 
Multiple Quantum Well 
Metal-Semiconductor-Metal (photodetector) 
Mode-Suppression Ratio 
Mean-Time To Failure 
Multiplexer 
Mac h-Zehnder 
Mach-Zehnder Modulator 
Numerical Aperture 
Neodymium 
Net Electrical Coding Gain 
Noise Figure 
Negative Impedance Converter 
Non-Return-to-Zero 
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NRZl 
NWA 
NZ-DSF 
OiE 
OA 
OADM 
oc 
OEIC 
OFDM 
OLT 
OMA 
O W  
OOK 
OPA 
OSNR 
OTDM 
oxc 
P2MP 
P2P 
PAM 
PAR 
PD 
PHEMT 
PHFET 
PIC 
PJ 
PLL 
PM 
PMD 

PMF 
POF 
PON 
POTS 
PP 

PRBS 
PSK 
PSP 
PSRR 
PSTN 
PWC 
PWD 
QAM 
QCSE 

Non-Return-to-Zero change-on-Ones 
Network Analyzer 
Nonzero Dispersion-Shifted Fiber 
Optical to Electrical converter 
Optical Amplifier 
Optical Add-Drop Multiplexer 
Optical Carrier 
Optoelectronic Integrated Circuit 
Orthogonal Frequency Division Multiplexing 
Optical Line Termination 
Optical Modulation Amplitude 
Optical Network Unit 
On-Off Keying 
Optical Parametric Amplifier 
Optical Signal-to-Noise Ratio 
Optical Time-Division Multiplexing 
Optical cross Connect 
Point-to-Multipoint network 
Point-to-Point connection 
Pulse Amplitude Modulation 
Peak-to-Average Ratio 
Photodetector or Photodiode 
Pseudomorphic High Electron-Mobility Transistor 
Pseudomorphic Heterostructure Field-Effect Transistor 
Photonic Integrated Circuit 
Periodic Jitter 
Phase-Locked Loop 
Phase Modulation 
Polarization-Mode Dispersion 
Physical Medium Dependent (Ethernet layer) 
Polarization-Maintaining Fiber 
Plastic Optical Fiber 
Passive Optical Network 
Plain Old Telephone Service 
Power Penalty 
Peak to Peak 
PseudoRandom Bit Sequence 
Phase-Shift Keying 
Principal State of Polarization 
Power-Suppl y Rejection Ratio 
Public Switched Telephone Network 
Pulse-Width Control 
Pulse-Width Distortion 
Quadrature Amplitude Modulation 
Quantum-Confined Stark Effect 
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RF 
RFC 
RIN 
RJ 
RMS 
RN 
ROSA 
RS 
Rx 
Rz 
SB S 
SCFL 
SCM 
SDH 
SDM 
SDV 
SFF 
SFP 
Si 
SiGe 
Si02 
SLM 
SMF 
SNR 
SOA 
SONET 
SOP 
SPICE 
SPM 
SRS 
STM 
STS 
TAS 
TCM 
TCP 
TDD 
TDM 
TDMA 
TEC 
TEGFET 
THD 
Ti 
TIA 
TIS 
TJ 

Radio Frequency 
Radio-Frequency Choke 
Relative Intensity Noise 
Random Jitter 
Root Mean Square 
Remote Node 
Receiver Optical Sub-Assembly 
Reed-Solomon code 
Receiver 
Return-to-Zero 
Stimulated Brillouin Scattering 
Source-Coupled FET Logic 
Subcarrier Multiplexing 
Synchronous Digital Hierarchy 
Space Division Multiplexing 
Switched Digital Video 
Small Form-Factor module 
Small Form-factor Pluggable module 
Silicon 
Silicon-Germanium 
Silicon Oxide 
Single-Longitudinal Mode (laser) 
Single-Mode Fiber 
Signal-to-Noise Ratio 
Semiconductor Optical Amplifier 
Synchronous Optical Network 
State Of Polarization 
Simulation Program with Integrated Circuit Emphasis 
Self-Phase Modulation 
Stimulated Raman Scattering 
Synchronous Transport Module 
Synchronous Transport Signal 
Transadmittance Stage 
Time Compression Multiplexing 
Transmission Control Protocol 
Time Division Duplexing 
Time Division Multiplexing 
Time Division Multiple Access 
Thermoelectric Cooler 
Two-dimensional Electron-Gas Field-Effect Transistor 
Total Harmonic Distortion 
Titanium 
Transimpedance Amplifier 
Transimpedance Stage 
Total Jitter 
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TOD 
TOSA 
TQFP 
TTL 
TV 
TX 
TZA 
u1 
VCSEL 
VGA 
VLSI 
VSB 
WAN 
WDM 
XOR 
XPM 
YAG 

Turn-On Delay 
Transmitter Optical Sub-Assembly 
Thin Quad Flat Pack 
Transistor-Transistor Logic 
Television 
Transmitter 
Transimpedance Amplifier 
Unit Interval 
Vertical-Cavity Surface-Emitting Laser 
variable-Gain Amplifier 
Very Large-Scale Integration 
Vestigial Sideband 
Wide-Area Network 
Wavelength Division Multiplexing 
Exclusive Or 
Cross-Phase Modulation 
Y ttrium-Aluminum-Garnet (Y3 A15 0 12) 
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10-Gigabit Ethernet, 6,237,319 
1000Base-LX, 6 
1000Base-SX. 6 
lOOBase-FX, 6 ,304  
lOOBase-TX, 6,304 
2-dimensional electron-gas field-effect transistor, 

3R receiver, L 
4B5B code, 6 
64B66B code, 6 
8B10B code, 5 ,53 ,174  

- 350 

A 

ABC, see automatic bias control 
Absolute bandwidth, 82 
Absolute jitter. 94 
Absorption region, 3 
AC coupling 

and low-frequency cutoff, 20.5 
of burst-mode amplifier, 212 
of laser, 270 
of source follower, 192 

Active back termination. 2 , 2 9 6 2 9 7 ,  309 
Active-feedback load, 213 
Active-feedback TIA, 135, 157, 189,222,230 
Active inductor, 192,195,223, 232.277, 281 
Active regime, 351,353 
Active star network, 7 
Adaptive equalizer, 84 

Adaptive threshold control. 142 
Adaptive transimpedance, 108, 130-m, 132, 146, 

151,157,161 
burst mode, 141 

AGC, see automatic gain control 
Aging monitor, 285 
AM, see amplitude modulation 
AM-to-PM conversion, 175 
AM-VSB. see amplitude modulation with vestigial 

Amplified spontaneous emission, 3-5 
Amplitude detector, 207,21&211 
Amplitude modulation, 175 
Amplitude modulation with vestigial sideband, 3, 

5 2 8 6 ,  143,290 
Amplitude-shift keying, @ 
Analog laser driver. 290 
Analog modulator driver, 290 
Analog receiver. 143 
Analog transmitter. 290 
APC, see automatic power control 
APD, see avalanche photodetector 
APON, see asynchronous transfer mode PON 
ASE, see amplified spontaneous emission 
ASK. see amplitude-shift keying 
Asynchronous transfer mode, 6 , 8  
Asynchronous transfer mode PON. 8 
ATC, see adaptive threshold control 
ATM, see asynchronous transfer mode 
ATM-PON, see asynchronous transfer mode PON 

sideband 

425 
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AT&T Bell Laboratories, 247 
Automatic bias control, 263,286,293, 302, 31 1 
Automatic gain control, 159,207 

at the detector, 32 
at the optical preamplifier, 36 

Automatic gain control amplifier, 1, 82, 100, 154, 
- 159-162, 164, 17&171,205,207, 
214221,224,226 

Automatic gain control range, 162 
Automatic power control, 243,260,282,284-285, 

burst mode, 290 

304,310-31 1 
burst mode, 287-288,290 
dual loop, 284 
single loop, 283 

Available input-referred noise voltage, fi-167, 

Avalanche breakdown, 353 
Avalanche gain, 31-33,61 
Avalanche noise, 32, 34 
Avalanche photodetector, 25,30-3,31-34.36, 

170 

38,42,45,51,57-59,61,64,71-72,95, 
130.206,256 

128. 156 
Averaged input-referred noise current density, 110, 

B 

Back termination, m-275,295,298-299,303 
active, 275,296,309 
passive, 273,275,297,309 

Back-up battery, 263.307 
Bandwidth 

absolute, g 
for RZ signals, 80 
noise, 68, 126 
Nyquist. &I 
of automatic power control loop, 283 
of avalanche photodetector, 34 
of buffer, 191 
of decision circuit, 68 
of distributed amplifier, 201 
of fi her, 13.2 1 
of high-impedance front-end, 113 
of jitter. 93 
of laser modulation. 245 
of LED modulation, 245 
of low-impedance front-end, 11 3 
of main amplifier, 164 
of monitor photodiode, 284 
of multistage amplifier, 178 
of offset compensation loop, 205 
of optical preamplifier, 34 
of p-i-n photodiode, 28 
of receiver. 73 
of stage with buffer, I9 1 
of stage with inductive interstage network, 198 

of stage with inductive load, 197 
of stage with shunt peaking, 193 
of stage with TIA load, 188 
of the TIA's feedback amplifier, 117 
of transimpedance amplifier, 111, 1 14 
optical, 35,234 

Bandwidth allocation, 76 
Bandwidth extension, 188-1 89,193,198-199,201 
Bandwidth shrinkage, 178 
Base pushout, 180,353 
Base resistance, 181,353 
Baseline wander, 5,173 
Bathtub curve, 92,318 
BCH, see Bose-Chaudhuri-Hocquenghem code 
BER. see bit-error rate 
BERT, see bit-error rate test set 
BERT scan, 92,318 
Bessel response, 68,116 
Bias current 

of BJT for maximum speed, 180 
of BJT for minimum noise, 128 
of laser, 245,260 

Bias current range (of layer driver), 259 
BiasT,251,271,286,302 
Bias voltage 

of avalanche photodetector, 3 1 
of electroabsorption modulator. 248,262 
of modulator, 262 
of MZ modulator, 25 1,262 
of p-i-n photodiode, 29 

Bias voltage range (of modulator driver), 261 
BiCMOS technology, 148,355 
Bipolar junction transistor, 115, 145,213.294,351 
Birefringence, 17 
Bit error, 47 
Bit-error rate, 2. 31 8 

and E h / N ( ) ,  53 
and dynamic range, 56 
and forward error correction, 98 
and jitter, 95 
and OSNR, 63 
and Personick Q, 49 
and sensitivity, 55  
and SNR, 52 

Bit-error rate floor, 61,247 
Bit-error rate plots, 
Bit-error rate test set. 92.318 
BJT. see bipolar junction transistor 
Block coding, 5 
Bode-Fano limit, 337 
Bode network theorem. 196,232 
Bode plot, 194 
Bond-wire inductor, 136,195,277 
Bose-Chaudhuri-Hocquenghem code, 97 
Bounded uncorrelated jitter. 91 
BPON, see broadband PON 
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Broadband PON, 8,212 
Broadband technique, 179 

and f~ boosting, 182 
and buffer stage, 190 
and capacitive peaking, 18.5 
and cascode, 186 
and distributed amplifier, 200 
and emitter peaking. 185 
and fast transistor, 179 
and inductive interstage network, 197 
and inductive load, 196 
and inductive peaking, 193, 196 
and negative capacitance, 189 
and series feedback, 184 
and shunt feedback, 187 
and shunt peaking, 193 
and source peaking, 185 
and stage scaling, 190 
and TIA load. 187 

Buffer layer, 48 
Buffer stage, 191,216,277 
Burst.6, 8, 141, 212 
Burst mode, 6 
Burst-mode laser driver, 287,303,307 
Burst-mode main amplifier, 142,212 
Burst-mode receiver, 142,212 
Burst-mode signal, 212 
Burst-mode transimpedance amplifier, 141 
Burst-mode transmission. 6 , 8  
Butterworth response, 6 8 , 7 3 , u  
BW. see bandwidth 

C 

Capacitance transformer, 191 
Carrier-suppressed return-to-zero. 4,252 
Carrier-to-noise ratio. 52, 144,290 
Cascode, 134.186,277 

regulated, 150,187 
CATV, see community-antenna television 
CDR. see clock and data recovery circuit 
Central office. 1-8 
Channel capacity theorem. 97 
Channel layer, 348 
Channel-length modulation. 34.5 
Characteristic impedance, 197.200,202.273,298, 
- 330 

Charge pump, 223 
Chatter, 143 
Cherry-Hooper stage, 187,=-218.277,298 
Chirp, 22.234,245-248.250.252-253.264,291 
Chirp parameter. 235,245.248, 252. 257.262 
Chirped return-to-zero, 4.252 
Chromatic dispersion, 13,&16, 18-22, 253, 292 
CID. see consecutive identical digits 
Clad fiber. 14 
Clock and data recovery circuit, r, 113. 159 

Clock multiplication unit, 1,267 
Closed-loop frequency response, 115, 118, 132, 

CML, see current-mode logic 
CMOS, see complementary 

metal-oxide-semiconductor 
CMRR, see common-mode rejection ratio 
CMU. see clock multiplication unit 
CNR, see carrier-to-noise ratio 
CO, see central office 
Code rate, 53,98 
Coding gain. 98 
Coherent detection, 19 
Color grading, 314 
Common-base input stage, !33 
Common-gate input stage, 133,150 
Common-mode current, 324 
Common-mode rejection ratio, 327 
Common-mode voltage, 322 
Community-antenna television, 3, 86, 143,290 
Complementary metal-oxide-semiconductor. 145, 

Compliance voltage, 261 
Composite second order, 90, 143. 243.290 
Composite triple beat, 90, 143,243,290 
Confocal waveguide, 12 
Consecutive identical digits, 173 
Continuous mode, 6 
Continuous-mode main amplifier, 212 
Continuous-mode transmission, 6 
Continuous wave, 3,233 
Cooled laser, 237,240, 307 
Copackaging 

151 

213,294,346 

of receiver, 136 
of transmitter, 273,307 

Corning Glass Works, 12 
Cost function, S.r 
CPM, see cross-phase modulation 
Cross-phase modulation, 18 
CRZ, see chirped return-to-zero 
CS-RZ, see carrier-suppressed return-to-zero 
CSO, see composite second order 
CTB, see composite triple beat 
Current-mode logic, 268, 280 
Current-mode technique, 13.5 
Current-mode transimpedance amplifier, 134 
Current steering, 268 
Current switching, 303 
Cutoff frequency, 197-198,200-202,337 
CW, see continuous wave 
Cycle-to-cycle jitter. 94 
D 

Dark current, 3 , 3 4 , 3 8 , 7 2  
Data-dependent jitter. 90, 1 1  1, 164, 173 
Data retiming, 280 
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DBR, see distributed Bragg reflector laser 
DC balance, 1,6,51, 142,212,288 
DC wander, 5 
DCF, see dispersion compensating fiber 
DDA, see differential difference amplifier 
DDJ, see datadependent jitter 
DEC, see decision circuit 
Decision circuit. 47,49, 54,68, 77,79,82-84.90, 

Decision circuit sensitivity, 162 
Decision-feedback equalizer, 82 
Decision point, 90 
Decision-point steering, 95 
Decision threshold ambiguity width, 162 
Decision threshold control, 95 
Decision threshold offset, 70 
Demultiplexer, 1 
Dense wavelength division multiplexing, l4, 18, 

Depletion-mode MESFET, 347 
Detector model, 45 
Deterministic jitter, 9l, 95,266, 317 
DFB, see distributed-feedback laser 
DFE, see decision-feedback equalizer 
DGD, see differential group delay 
DHBT, see double heterojunction bipolar transistor 
Differential current switch, 268 
Differential difference amplifier, 204-206 
Differential group delay, 12 
Differential-mode current, 324 
Differential-mode voltage, 322 
Differential quantum efficiency, 242 
Differential TJA. 125,127,~,140.146.148-149 
Direct detection, 19 
Direct modulation, 233,291 
Discrete multitone, 4 
Dispersion 

93,95,98-99,162,207 

175,235,240 

chromatic, Is, 19,253 
group-velocity, 
modal, 
polarization-mode, 17,253 

Dispersion compensating fiber, 16,254 
Dispersion compensation, 16 
Dispersion parameter, 15,254 
Dispersion penalty, 235, 253 
Dispersion-shifted fiber. 16,254 
Distributed amplifier, 200, 203, 220,277, 301 
Distributed Bragg reflector laser. 240 
Distributed-feedback law, 237,240,253 
Dithering, 8.5 
DJ, see deterministic jitter 
DMT, see discrete multitone 
DMUX, see demultiplexer 
Donor layer, 348 
Double heterojunction bipolar transistor. 358 
Double reflection, 273,275,295-296,298,302 

Downstream direction, 3 
DQE, see differential quantum efficiency 
Drift 

of baseline, 5,173,282 
of Mach-Zehnder modulator, 251,286 
of peak detector, 288 

Drift field, 25-26, 31,355 
Drift transistor, 357 
Driving point impedance, 106 
Droop, 2 1 0 
DSF, see dispersion-shifted fiber 
DTAW, see decision threshold ambiguity width 
Dual-drive MZM. 250-252,302 
Dual-gate FET, 208 
Dual-loop APC, 284 
Duty-cycle distortion jitter, 9l.  266 
DWDM, see dense wavelength division 

Dynamic flip-flop, 281 
Dynamic range 

multiplexing 

of amplifier, 88 
of main amplifier, 169 
of receiver, s , 6 1  
of transimpedance amplifier, 108,130.132, 140 
of VGA stage, 207 

E 

E / , / N o ,  52,54,99 
EAM, see electroabsorption modulator 
EAM driver, 262,294-295,299,301,305,307 
Early effect, 352 
ECL, see emitter-coupled logic 
EDFA. see erbium-doped fiber amplifier 
Edge-emitting laser, 240 
Electrical receiver sensitivity, 54 
Electroabsorption modulated laser. 247 
Electroabsorption modulator, 247 
Electrooptic effect, 250 
Emitter-coupled logic, 280, 354 
Emitter peaking, 185 
Emitter pole, 185 
EML, see electroabsorption modulated laser 
End-of-life detection, 285,290 
Enhancement-mode MESFET, 347 
EOL, see end-of-life detection 
EPON, see Ethernet PON 
Equalizer, 15-16, 18,78,Q,  113,161 

adaptive. 84 
decision-feedback. 82 
feed-forward, 82 
implementation issues of, 85 
postcursor, 
precursor, 

Equivalent noise current source, 
Equivalent noise voltage source, 165 
ER, see extinction ratio 
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Erbium-doped fiber, 34 
Erbium-doped fiber amplifier, 13,34,36-37,40 
Error propagauon, a 
Ethernet, 6, 153, 304 
Ethernet PON, 8,212 
Even mode, 322 
Excess bandwidth, 81 
Excess noise factor, 3 
External modulation, 233.29 1 
Exunction ratio. 38,55, 102-103, =237,245, 

Eye diagram, 73,78,90,264-267,313 
Eye-diagram mask margin, 267 
Eye-diagram mask test, 267 
Eye margin, 318 
Eye monitor, @,96 
Eye opening, 267 
Eye pattern. 313 

283,287,303,310 

F 

fmax. see maximum frequency of oscillation 
f r ,  see transition frequency 
Jj--doubler, 183 
Fabry-Perot laser, 237,254 
Fall time, 262,264 
Fast Ethernet, 3.6,304 
FDDI, see fiber distributed data interface 
FEC, see forward error correction 
Feed-forward equalizer, 
Feeder fiber, 8 
FET, see field-effect transistor 
FFE, see feed-forward equalizer 
Fiber attenuation, 11,253 
Fiber bandwidth, 13.21 
Fiber Channel, 6. 174 
Fiber distributed data interface, 3,6-7 
Fiber loss, 11,253 
Fiber optical parametric amplifier, 13 
Fiber-to-the-curb system, 8 
Fiber-to-the-home system, 6, 307 
Field-effect transistor, 343 
Finite impulse response, a 
FIR, see finite impulse response 
FKE, see Franz-Keldysh effect 
Flip-chip technology, 154,273, 307 
Flip-flop, 263,28&281,296,305 
FOPA, see fiber optical parametric amplifier 
Forward error correction. 64,!97, 145 
Forward transmission coefficient, 332 
Four-wave mixing, 
FP. see Fabry-Perot laser 
Franz-Keldysh effect, 248 
Frequency-shift keying, 
FSK, see frequency-shift keying 
FTK, see fiber-to-the-curb system 
FTTH, see fiber-to-the-home system 

Full-wave rectifier, 210-21 1 
FWM, see four-wave mixing 

G 

GaAs, see gallium-arsenide technology 
Gain 

and Miller effect, 186 
of avalanche photodetector, 3 1 
of Cherry-Hooper stage. 216 
of coding (FEC), 98 
of main amplifier, 161 
of multistage amplifier, 177 
of offset compensation loop, 204 
of optical amplifier, 35 
of predriver, 276 
of stage for optimum GBW extension, 178 
of stage with series feedback, 185 
of stage with TIA load, 187 
of the TIA’s feedback amplifier, 114 
of two port, 332 

Gain-bandwidth extension. 176 
Gain-bandwidth product, 176 
Gain compression, 3 1, j’7, 162,170 
Gain control, 207 
Gallium-arsenide technology, 146, 153,213-214, 

Gas lens, 12 
Gauge transformation, 327 
Gaussian distribution, SO, 61,65,91,95,204 
Gaussian noise, 49,54,74,97, 317 
Gaussian pulse, 20 
Gaussian spectrum, 20 
GbE, see gigabit Ethernet 
GBW, see gain-bandwidth product 
Gigabit Ethernet, 6-7, 174,285 
Gilbert cell, 209,217 
Golden PLL, 
Graded-index multimode fiber, 14 
Gradient descent, 85 
GRIN, see graded-index multi-mode fiber 
Gross coding gain, 98 
Group-delay variation 

226,29&296,301,305.347,3.50,357 

of main amplifier, 164 
of transimpedance amplifier. 111 

Group-velocity dispersion. 
GVD, see group-velocity dispersion 

H 
Half-rate clock, 282.296 
Half secuon. 202,337 
Hard-decision decoder, 99 
Harmonic distortion, 87-89, 108, 170 
HBT, see heterojunction bipolar transistor 
HD, see harmonic distortion 
Headroom, 118, 181,187, 192,209,223,272,298 
HEMT, see high electron-mobility transistor 
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Heterojunction bipolar transistor, 145,213,294, 

Heterostructure field-effect transistor, 145.213. 
- 355 

294,348 
HFC, see hybrid fiber-coax 
HFET, see heterostructure field-effect transistor 
High electron-mobility transistor, 350 
High-impedance front-end, 112 
Horizontal eye closure, 317 
Horizontal eye margin, 318-319 
Horizontal eye opening, 76,86,265-266,316 
Hybrid fiber-coax, 3.86. 143,290 

I 

I/V curve (of laser), 241 
IIP3, see input-referred 3rd-order intercept point 
IMD, see intermodulation distortion 
Impedance matching, 144,203,248,273,276, 

Incident wave, 330 
Indium-phosphide technology, 153.220,226,299, 

305,351,357 
Inductive interstage network, 198.276-277 
Inductive load, 196,276-277 
Information capacity theorem, 5 
InP, see indium-phosphide technology 
Input buffer, 215,218,295,297-300 
Input dynamic range, 169 
Input offset voltage, 171 
Input overload current 

291,299,302,333 

of receiver, 56 
of transimpedance amplifier, 108, 114. 130. 15 1 

Input overload voltage, 170,224 
Input-referred 3rd-order intercept point, @ 
Input-referred noise current, 109, 121 
Input-referred noise current spectrum, 109, 122, 

Input-referred noise voltage, 165 
Input-referred noise voltage spectrum, 165 
Input-referred rms noise current, 110, 126-127, 

Input-referred rms noise voltage, 165, 170 
Input reflection coefficient, 331 
Input return loss. 311,336-338 
Integrate and dump, 79, 154,288 
Interferometer, 250 
Interleaver, 97 
lntermodulation distortion, 88,90, 108, 170 
Internet, 9 
Interstage buffer, 191.216, 277 
lntersymbol interference, 73-74,78, 80-82,91, 

Inverse scaling, 192,223,277 
loffe Physical Institute, 247 
Ionization-coefficient ratio, 3 
1 3 ,  see intersymbol interference 

126 

129 

313 

IS1 canceler, a 
Isolation, 187,332 

J 

Jitter,%, 107-108, 170, 175,212,261,280,313 
absolute, 94 
bounded uncorrelated, 91 
cycle-to-cycle, 94 
data-dependent,B, 111, 164, 173 
deterministic, 9l, 95,266, 317 
duty-cycle distortion, 9l, 266 
period, 94 
periodic, 91 
random, %91,95.266,317 
sampling, 7&77,79 ,3  
total, 92,266-267 
wideband, 3 

Jitter analyzer, 93 
Jitter bandwidth, 93,267 
litter generation, 93,=-266,269 
Jitter tolerance, 9&95 
Jitter transfer, 93,265 
Johnson limit, 354 

K 

Kirk effect, 180. 353 

L 

L/1 curve, 242-243 
LA, see limiting amplifier 
Laser 

continuous wave, 233 
cooled, 237,240,307 
distributed Bragg reflector, 240 
distributed-feedback, 237,240,253 
Fabry-Perot, 237,254 
semiconductor, 237,241,245,247 
uncooled, 237,239,261,307 
vertical-cavity surface-emitting, 237,240-242, 

yttrium-aluminum-garnet, 29 1 
Laser diode, 3,237,269-27 1, 290 
Laser driver, 1,259. 270,273,291,296-298, 303, 

27 1 

305 
analog, 290 
and automatic power control, 282 
and back termination. 273 
and current-steering output stage, 268 
and data retiming, 280 
and end-of-life detection, 285 
and predriver, 276 
and pulse-width control, 279 
burst-mode, 287 
specifications, 259 

Laser rate equation, 243 
Lateral BJT, 352 
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LD, see laser diode 
LDPC. see low-density parity-check code 
Least-mean-square algorithm, a 
LED, see light-emitting diode 
LED driver, 304 
Light-emitting diode, 237,240,254, 304 
Limiting amplifier, 1 ,47,m-161,  164, 170-171, 

Limits in optical communication systems, 253 
175,206,212,215,222-224 

due to attenuation, 255 
due to chromatic dispersion, 253 
due to polarization mode dispersion, 255 

LiNb03, see lithium-niobate modulator 
Line code, 3, 173 
Linear channel, 4&48,53,78,82,86, 100 
Linearregime, 131-132,208-209,221,261,~: 
Linearization technique. 292 
Linewidth enhancement factor, 235 
Lithium-niobate modulator, 250 
LMS, see least-mean-square algorithm 
Long-haul transmission, 3,7, 11-12, 15, 19.62, 

Longitudinal mode, 322 
LOS. see loss of signal 
Loss 

due to substrate. j5J 
of fiber, 11.253 
of interstage network. 198 
of MZ modulator, 252 
of transmission line, 202, 220, 302 

64.77,82, 109,237 

Loss of signal, 211 
Low-density parity-check code, 99 
Low-frequency cutoff, 173-174, 192,205,282 
Low-impedance front-end. 112-1 13. 143 
Low-noise amplifier, 169 
M 

M-derived half section, 202, 337 
MA, see main amplifier 
Mach-Zehnder modulator, 247. 250. 286 
Main amplifier, 1,45, 107,159 

and automatic gain control, 207 
and broadband techniques, 179 
and loss of signal detection, 21 I 
and multistage architecture. 176 
and offset compensation. 203 
burst-mode, 212 
specifications, 161 

Mark density, 5. 284.289 
Mark-density compensation, a, 289 
Mask hit, 267 
Matched filter, 53, n-78. 81 
Maximum frequency of oscillation, 179-1 8 1, 346, 

Maximum input current for linear operation, 108.. 
353 

151 

Maximum input voltage for linear operation, 170, 
208,224 

Mean-time to failure, 247,285 
MES, see metal-semiconductor 
MESFET, see metal-semiconductor field-effect 

Metal-oxide semiconductor field-effect transistor, 

Metal-oxide-semiconductor, 346 
Metal-semiconductor, 347 
Metal-semiconductor field-effect transistor, 145, 

213,294,347 
Metal-semiconductor-metal photodetector, 153, 

35 1 
Metallic mode, 322 
Miller capacitance, ~ 1 9 0 , 2 0 1 , 2 1 6 , 2 2 0 , 2 7 1 ,  

277 
Miller effect. 183-184, 189,205 
Mixed-mode S parameter, 339 
MLM, see multiple-longitudinal mode 
MMF, see multimode fiber 
Modal dispersion, 14 
Mode-partition noise, 247 
Mode-suppression ratio, 247 
Mode voltage, 322-323 
MODFET, see modulation-doped field-effect 

transistor 
Modulation bandwidth, 245 
Modulation current, m,269-270,272.278.284, 

298-299,303 
Modulation current range, 259-260 
Modulation-doped field-effect transistor, 350 
Modulation index, 144,243,293 
Modulation voltage, 262,269,271 
Modulation voltage range, 261,263 
Modulator. 3, 233,247 

dual-drive MZ, 250 
electroabsorption, 247 
lithium-niohate, 250 
Mach-Zehnder, 247,250,286 
single-drive MZ, 251 
tandem, 233 

transistor 

- 343 

Modulator driver, 1,259. 26 1,29 1,295-298, 
30G30 1,303,305 

analog, 290 
and automatic bias control, 286 
and back termination. 273 
and current-steering output stage, 268 
and data retiming, 280 
and predriver. 276 
and pulse-width control. 279 
specifications, 259 

Monitor photodiode, 243, 260, 282. 284-286,288. 

MOS, see metal-oxide-semiconductor 
307 
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MOSFET, see metal-oxide-semiconductor 

MPN, see mode-partition noise 
MQW, see multiple quantum well 
MSM, see metal-semiconductor-metal 

MTI'F, see mean-time to failure 
Multimode fiber, 14,240 
Multiple-longitudinal mode, 239 
Multiple quantum well, 239 
Multiplexer, 1, 85,282.299 
Multiplication factor, 3 l .  354 
Multiplication region, 2 
Multistage amplifier. 118, 1.50, 168, 176-178, 188, 

MUX, see multiplexer 
MZM, see Mach-Zehnder modulator 
MZM driver, 262,272.301 

N 

National Association of Broadcasters, 52 
NECG. see net electrical coding gain 
Negative capacitance, 189-190,230,27i%277,302 
Negative impedance converter, 190,230,276,302 
Net electrical coding gain, 2 
Network analyzer, 330 
Neutralization, 190 
NF, see noise figure 
NIC, see negative impedance converter 
Noise 

field-effect transistor 

photodetector 

192-193,199,207 

and bit-error rate, 49 
of analog receiver, 144 
of analog transmitter, 290 
of avalanche photodetector, 32 
of laser, 246 
of main amplifier, 165 
of optical amplifier, 36 
of p-i-n photodetector, 29 
of receiver, 47 
of transimpedance amplifier, 108. 121 

Noise bandwidth, 29,53-54, 58-59,68,78, 80, 

Noise equivalent bandwidth, 68 
Noise figure, 374.43.59.62-63, 165-=, 168. 

Noise matching, 135, 137 
Noise optimization (TIA), 121, 127 
Non-return-to-zero, 2,21,49,5 1,53,73,76,78, 

80, 107.233-234.264,313.322 
Non-return-to-zero change-on-ones, 2 
Nonlinearity, 86 

126 

170,220,228 

and composite second-order distortion, 90 
and composite triple-beat distortion. 90 
and gain compression, 82 
and harmonic distortion, 
and intermodulation distortion, 88 

of decision circuit, 47 
of decision-feedback equalizer, 82 
of external modulator, 292 
of fiber, 18 
of intensity modulation with direct detection, 19 
of laser, 274,290 
of limiting amplifier, 160 
of M Z  modulator, 293 
of transmitter, 292-293 

Nonzero dispersion-shifted fiber, 18,254 
NRZ, see non-return-to-zero 
NRZ 1, see non-return-to-zero change-on-ones 
NWA, see network analyzer 
Nyquist bandwidth, a 
Nyquist pulse, 
NZ-DSF, see nonzero dispersion-shifted fiber 

0 

OC, see optical carrier 
Odd mode, 322 
OEIC, see optoelectronic integrated circuit 
OFDM, see othogonal frequency division 

Offset compensation, 203,205-206 
Offset control, 131,140-141, 149, 151,212 
Offset voltage 

multiplexing 

for pulse-width control, 279 
for slice-level adjustment, 206 
of main amplifier, 171,203 
of modulator, 262 
of transimpedance amplifier. 140, 142 

Ohmic regime, 344 
OMA, see optical modulation amplitude 
On-chip termination, 295,297-298, 300. 333 
On-off keying, 2,48,65 
One-port interstage network, 197 
OOK, see on-off keying 
Open collector, 273 
Open-collector output stage, 297-298 
Open drain, 273 
Open-drain output stage, 295 
Open-loop frequency response, 1 IS, 117-1 18, 

151,205,283 
Open-loop pole, 117,131-134, 141, 156 
Optical amplifier, 35, 37,40,62.95, 109, 132 

erbium-doped fiber amplifier, 1 3 , B  
fiber optical parametric amplifier, I 3  
Raman amplifier, 1 3 , B  
semiconductor optical amplifier, 34,239 

Optical carrier (SONET) 
oc-12.151 
OC-192.7. 56, 153 
OC-3, 151 
OC-48.56,93, 108, 151.267 
OC-768,153 

Optical duobinary, m, 262 
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Optical feedforward linearization, 292 
Optical fiber, 11, 13-14 
Optical filter, 35-36 
Optical in-line amplifier, l3 ,62,256 
Optical isolator, 35 
Optical modulation amplitude, 237 
Optical noise figure, 2 
Optical overload power, %,61, 131 
Optical receiver sensitivity, 55, 57-58.62, 131, 

Optical signal-to-noise ratio, 37,54,63-64, 11 1. 

Optically preamplified p-i-n detector, 25,34,36, 

Optimum APD gain, 3 3 , a  
Optimum number of stages, 177-178 
Optimum receiver bandwidth, 73 
Optimum receiver response, 7 6 7 8  
Optimum slice level, 95-96,206 
Optoelectronic integrated circuit 

139 

132 

38-39,46,51,57-59,62,6465,130,256 

for receiver, 153 
for transmitter, 307 

Orthogonal frequency division multiplexing, 3 
OSNR. see optical signal-to-noise ratio 
Outgoing wave, 330 
Output buffer, 132, 146, 150,215,218,275 
Output reflection coefficient, 332 
Output return loss, 331 
Output voltage range (of laser driver), 261 
Overload l imi t , s ,  61. 131 
Overmodulation, 263, 

P 

P-i-n EET, 153 
P-i-n photodetector, 3-26,28-30, 38,45,57-58, 

P-i-n photodiode, 25 
PZMP, see point-to-multipoint network 
P2P, see point-to-point connection 
Package parasitics. 28, 136,242,271,307, 

PAM. see pulse amplitude modulation 
Passive back termination, 273.275.297, 309 
Passive optical network, 8-9. 287,303 
Passive star network, 2 
PD. see photodetector und photodiode 
Peak detector. 141-142.210,288 
Period jitter, 94 
Periodic jitter. 91 
Personick integral, @, 126 
Personick Q, 50 
Phantom zero, 118 
Phase-locked loop, 93-94. 314 
Phase modulation, 175.252 
Phase noise, 93,246 
Pha\e-shift keying. 65 

- 

129. 143-144,153.246,256 

336-337 

PHEMT, see pseudomorphic high 
electron-mobility transistor 

PHFJZT, see pseudomorphic heterostructure 
field-effect transistor 

Photodetector, 1,a 
Photodiode. 28, 153,243,282,284,289 
Pilot tone, 284,286,293 
PJ. see periodic jitter 
Plastic optical fiber, 12 
PLL, see phase-locked loop 
PM. see phase modulation 
PMD, see polarization-mode dispersion 
PMF, see polarization-maintaining fiber 
POF, see plastic optical fiber 
Point-to-multipoint network, 7-8 
Point-to-point connection, 2 
Poisson distribution, 57,65 
Polarization maintaining fiber, S 
Polarization-mode dispersion, l7,82,253.255 
Polarization-mode dispersion parameter, 
PON, see passive optical network 
Post amplifier, 1,159 

Postcursor equalizer, s.? 
Postcursor ISI, 
Power dissipation 

and transimpedance amplifier, 107,132,151 

and active termination, 297 
and back termination, 274 
and TIA load, 188 
and transmission line, 273 
of burst-mode laser driver, 303 
of laser/modulator driver, 263 
of multistage amplifier, 178 

Power MUX, 299 
Power penalty, 70, 16 1 

and APC bandwidth. 282 
and decision threshold offset, 70 
and detector dark current, 72 
and extinction ratio, 236 
and fiber alignment. 15 
and intersymbol interference, 74 
and MA gain, 162 
and MA low-frequency cutoff. 173 
and MA noise, 168 
and MA offset, 171 
and MA sensitivity, 170 
and polarization-mode dispersion, 17 
and pulse spreading, 21,235 
and relative intensity noise. 246 

Power splittedcombiner, 8 
Power-supply rejection ratio, 327 
Power wave, 330 
PP. see power penalty 
PRBS, see pseudorandom bit sequence 
Precursor equalizer, 
Precursor ISl, s,Z 
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Predistortion linearization, 292-293 
Predriver, 263,27 1,=&279,302 
Preemphasis, 304 
Primary dark current, 2 
Principle state of polarization, 17 
Pseudo bit-error rate, 96 
Pseudomorphic heterostructure field-effect 

Pseudomorphic high electron-mobility transistor, 

Pseudorandom bit sequence, 5, 173,284,314, 

PSK, see phase-shift keying 
PSP, see principal state of polarization 
PSRR, see power-supply rejection ratio 
Pulse amplitude modulation, 5, 102 
Pulse spreading, 16, 19-22,235,253,255 
Pulse-width control, 265,279 
Pulse-width distortion, 107-108, 142, 170-171, 

Push-pull topology, 291 
PWC, see pulse-width control 
PWD, see pulse-width distortion 

transistor, 350 

- 350 

316-317 

173,212,261,265-266,269,279-280,288 

Q 
QAM, see quadrature amplitude modulation 
QCSE, see quantum-confined Stark effect 
Quadrature amplitude modulation, 3,52, 86 
Quadrature point, 262, 287,293 
Quantum-confined Stark effect, 248 
Quantum efficiency, 25,27,37,56,243 
Quantum limit, 65,130 
Quantum well: 239 

R 

Raised-cosine filtering, 69,78, 80-82 
Raman amplifier, 1 3 , B  
Random jitter, %91,95,266.317 
Re-amplification, 1 
Re-shaping, 1. 
Re-timing, 1 
Receiver bandwidth, 73-76,81, 11 1, 164 
Receiver model. 9 . 4 7  
Rectangular filter, n-SO 
Rectifier, 210 
Reed-Solomon code, 97 
Reference receiver, 268 
Reflected wave, 330 
Regenerator, 62, 95,266-267, 280 
Regulated cascode, 150,187.229 
Relative intensity noise, 144.246, 290-291 
Relaxation oscillation, w 2 4 6 . 2 6 7  
Remote node, 8 
Responsivity,27, 31,35-36, 55,57, 108, 144,243 
Return-to-zero, 3-4. 56,8041,  233 

Return-to-zero differential phase-shift keying, 4, 

Reverse transmission coefficient, 332 
RF choke, 221,242,269-270,290,299,309 
RFC, see RF choke 
RIN, see relative intensity noise 
Ring network, 2 
Rise time, 262,264 
Rise-time budget, 264 
RJ, see random jitter 
RN, see remote node 

RS, see Reed-Solomon code 
RS(255 239), 97 
Run length, 2,173-174,283 
RZ, see return-to-zero 
RZDPSK, see return-to-zero differential 

- 252,262 

ROO~-~OCUS plot, 194 

phase-s hi ft keying 

S 

S parameter, 162,329 
and matching, 333 
differential, 339 
single ended, 329 

Sampling jitter, 76-77, 79, 
Sampling offset, 79 
Saturated regime 

of bipolar junction transistor, 115,261,353 
of field-effect transistor, 281.345 

Saturation current (of photodiode), 3 
SBS, see stimulated Brillouin scattering 
SCFL, see source-coupled FET logic 
SCM, see subcarrier multiplexing 
Scrambling, 5, 173 
SDH, see synchronous digital hierarchy 
SDM, see space division multiplexing 
Self-phase modulation, Is, 22, 175 
Semi-insulating substrate, 348, 357 
Semiconductor laser, 237,241,245,247 
Semiconductor optical amplifier, 34,239 
Sensitivity, 

and attenuation limit, 255 
and bit rate, 128 
and dynamic range, 56 
and extinction ratio, 237 
and MA noise, 165 
and optical signal-to-noise ratio, 63 
and power penalty, 70 
and quantum limit, 65 
and receiver bandwidth, 73 
and reference bit-error rate, 56 
and TIA noise optimization, 126 
electrical, 2 
of APD receiver. 57-58 
of decision circuit, 162 
of main amplifier, j7J 
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of p-i-n receiver, 57-58 
of receiver with optical preamplifier, 57-58 
of transimpedance amplifier, 110 
optical, 2 

Sensitivity limit, 47,%, 61, 131, 163, 170 
Series feedback, 179,184,209,215-216,229, 

Series peaking, 199,277,303 
Shot noise, 29, 32-33, 36-37,42,58-59,72, 

Shunt feedback, 113, 136, 139, 179,277,291 
Shunt-feedhackTlA, 107. 112-m, 114-115,1'l7, 

Shunt peaking. 178,193,195-196,199,277-278 
Si, see silicon technology . 
Sidegating, 348 
SiGe, see silicon-germanium technology 
Signal-spontaneous beat noise, %,39 
Signal-spontaneous beat noise limited noise figure, 

Signal-to-noise ratio, 37, 50-5-l. 51-52,54,97, 

Silica glass, 1 
Silicon-germanium technology, 148, 153,215, 

Silicon technology, 346,354 
Single-drive MZM. 251,271 
Single-longitudinal mode, 240 
Single-loop APC, 283-284. 310-31 1 
Single-mode fiber. E16,20-21,  235,253-254, 

Slice-level adjust, 95, 206 
Slice-level error, 171 
Slice-level steering, 95, 161, 171 
SLM, see single-longitudinal mode 
Slope efficiency. =-243,283-284,290,304 
Slow-start circuit, 286 
SMF, see single-mode fiber 
Smith chart, 334 
Smooth-start circuit, 286 
SNR, see signal-to-noise ratio 
SNR per hit, 2 
SOA. see semiconductor optical amplifier 
Soft-decision decoder, 99-100, 161 
Soliton. 
SONET, see synchronous optical network 
Source-coupled FET logic, 280 
Space division multiplexing, 8 
Spectrum analyzer. 93 
Spiral inductor, 148,19.5-196, 199. 277,281,338, 

SPM. see self-phase modulation 
Spontaneous emission, 35,240.242.244.246 
Spontaneous-spontaneous beat noise, 35-39 
Spot noise figure. 167 
SRS. see stimulated Raman scattering 

277,291 

121-122,124,127,l44-145,246 

119,121,130,132-135.138,154, 187,189 

- 39 

111.132,144, 166,246247 

218-219,226,305,357 

256 

357 

Stage scaling, 192 
Static flip-flop, 281 
Stimulated Brillouin scattering, 18 
Stimulated emission, 34,237,240,244,246 
Stimulated Raman scattering, a, 40, 175 
Subcanier multiplexing, 4, 52 
Switching curve, =,251-252,262,279, 

286287,293 
Switching voltage, %,25 1-252,262 
Synchronous digital hierarchy, 5,7, 173,236,285 
Synchronous optical network, 5,7,56,93,97.108, 

154,173-174,211,226,236,266-267, 
280,285 

Synthetic inductor, 195 
T 

T-coil network, 199,223,276277, 302, 338 
Tandem modulator, 233 
TAS, see transadmittance stage 
TCM, see time compression multiplexing 
TDD, see time division duplexing 
TDM, see time division multiplexing 
TDMA, see time division multiple access 
TEC, see thermoelectric cooler 
TEGFET. see 2-dimensional electron-gas 

Temperature dependence 
field-effect transistor 

of avalanche photodetector. 32 
of laser, 240.243 

Terminal current, 324-325 
Terminal voltage, 322-325 
THD, see total harmonic distortion 
Thermoelectric cooler, 240,263,307 
Threshold current, 241-%, 243,245,261, 

Threshold voltage, 49,51,71,77, 181,211,223, 

TIA, see transimpedance amplifier 
Time compression multiplexing, 8 
Time division duplexing, 8 
Time division multiple access, 8 
Time division multiplexing, 8 
Time interval analyzer, 93 
Timing jitter, 265 
TIS, see transimpedance stage 
TJ. see total jitter 
TOD, see turn-on delay 
Total harmonic distortion, 88 
Total input-referred noise current, 110, 126 
Total jitter, 92.266267 
Transadmittance stage, 216 
Transceiver, 3-4,7,98, 263, 307, 321 
Transfer impedance, 106 
Transform limited pulse, 234, 253, 255 
Transformer, 144,291 

283-285,290 

344 
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Transimpedance, 76, m 1 0 8 ,  11G114, 116, 163, 

Transimpedance amplifier, 1 , 2 5 , 4 5 , 6 4 , m ,  
168,172 

112-113, 159, 187 
active-feedback, 135 
adaptive, 130 
analog, 143 
and noise optimization, 121 
as load, 187 
burst-mode, 141 
current-mode, 134 
differential, 137 
shunt-feedback, 113 
specifications, 105 
with common-badgate input stage, 133 
with inductive input coupling, 136 
with post amplifier, 132 

Transimpedance limit,u-118, 121,129, 134, 

Transimpedance stage, 186,216 
Transistor-transistor logic, 354 
Transit time, 28,179,182,344345,352-353,355 
Transition density, 5 
Transition frequency, 179, 181,345,353 
Transmission line, 132, 154, 159, 202,220,242, 

248,250,252,269,272-273,276, 

artificial, 137. 196,198,200-201,301,337 

151 

295-298,307,329-331 

Transmitted wave, 330 
Transponder, 3 
Transresistance, 106, 187 
Transversal mode, 322 
Traveling-wave amplifier, 200 
Traveling-wave photodetector. 26 
Triode regime, 344 
Triple beat, @ 
TTL, see transistor-transistor logic 
Turbo code, 99 
Turn-on delay. 244-245,265,279,288,303 
Turn-on delay compensation, 288,303 
Turn-on delay jitter, =245,266,288,303 
Two-port interstage network, 197 
Typical values, lo 
TZA. see transimpedance amplifier 

U 

UI, see unit interval 
Uncooled laser, 237.=,261,307 
Undermodulation, 262 
Uniiateralization. 187 

Unit interval, 264 
Upstream direction, 8 

V 

Variable-gain amplifier, 160,207 
Variable-gain stage, 207 
VCSEL, see vertical-cavity surface-emitting laser 
Vertical BJT', 352 
Vertical-cavity surface-emitting laser, 237, 

240-242,27 1 
Vertical eye closure, 75,264,316-317 
Vertical eye margin, 318-319 
Vertical eye opening, 7 4 , 8 4 , m  
VGA, see variable-gain amplifier 
Viterbi decoder, 7 7 , a  
Voltage swing 

at DEC input, 162 
at driver input, 259 
at EAM driver output, 262 
at flip-flop output, 281 
at high-impedance front-end, 113 
at MA input, 170 
at modulator driver output, 262,286,299,302, 

at MZ modulator, 251-252 
at MZM driver output, 262,272 
at predriver output, 276,278 
at TIA input, 114,139 
at TIA output, 115 
of differential circuit, 138, 322 
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W 

Waterfall curve, 98-99 
Waveguide photodetector, 26 
Wavelength division multiplexing, 8.64, 175,240 
Wavelength division multiplexing PON, 9 
WDM, see wavelength division multiplexing 
WDM-PON, see wavelength division multiplexing 

Weight perturbation, a 
Wideband jitter, 
Wideband noise figure. 167 

PON 

x 
XOR gate, 96 
XPM. see cross-phase modulation 

Y 

YAG, see yttrium-aluminum-garnet laser 
Yttrium-aluminum-garnet laser, 291 
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